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Predicting the biotransformation of xenobiotics is important in the chemical and pharmaceutical industries,
as well as in toxicology. Here, we extend and evaluate the rapid methodology of Korzekwa, Jones, and
Gillette (J. Am. Chem. Soc. 1990, 112, 7042-7046) to estimate the activation enthalpy (∆Hq) of hydrogen-
abstraction by cytochrome P450 (CYP) enzymes, using the p-nitrosophenoxy radical (PNPO) as a simple
surrogate for the CYP active oxygen species. The ∆Hq is estimated with a linear regression model using the
reaction enthalpy and ionization energy (of the substrate radical) as predictor variables, calculated by
semiempirical (SE) methods. While Korzekwa et al. used the SE method AM1, we applied PM3 and SAM1
and compared the results of the three methods. For 24 substrates, the AM1-, PM3-, and SAM1-derived
regression models showed R2 values of 0.89, 0.90, and 0.93, respectively, for the correlation between calculated
and predicted ∆Hq. Furthermore, we compared the ∆Hq calculated semiempirically using PNPO radical
with density functional theory (DFT) B3LYP activation energies calculated by Olsen et al. (J. Med. Chem.
2006, 49, 6489-6499) using a more realistic iron-oxo-porphine model, and the results revealed limitations
of the PNPO radical model. Thus, predictive models developed using SE predictors provide rapid and generally
internally consistent results, but they should be interpreted and used cautiously.

INTRODUCTION

The cytochromes P450 (CYP) are a superfamily of
enzymes that mediate phase I biotransformations, primarily
acting as a monooxygenase, where an oxygen atom is
incorporated into substrates.1-3 This process usually detoxi-
fies hydrophobic xenobiotics but also bioactivates certain
substrates, via transformation into electrophilic species
capable of interacting with biological molecules.2,4,5 The rates
and regioselectivity of CYP-mediated metabolism influence
the importance of various biotransformation pathways, affect
the abundance of certain potentially toxic or pharmacologi-
cally active metabolites, and alter the clearance characteristics
of chemicals. Thus, the ability to predict product regiose-
lectivity and rates can provide insights into assessing the risks
and pharmacological efficacy of xenobiotics.

Prediction of metabolism by CYP enzymes has been the
subject of intense research for a number of decades,6-11

especially in recent years as computational methods have
improved in speed and accuracy. Attempts to predict rates
and regioselectivity of CYP reactions have proven difficult
because of multiple confounding factors, including the
promiscuity (broad substrate specificity)12 of CYP enzymes
toward substrates, the existence of multiple CYP isoforms
and their allelic variants (polymorphism),13 the allosteric

behavior14-17 of some CYP isozymes, the difficulty in
obtaining 3-D (crystal) structures of the isozymes until
recently,18 the possible presence of multiple forms of the
active oxygen species within CYP (e.g., iron–oxo, hydroper-
oxy-iron, peroxo-iron),19-21 and its spin multiplicity (high
and low spin states).22-24 The recent elucidation of the
tertiary structure of several human CYP isozymes (CYP1A2,
2A6, 2A13, 2C8, 2C9, 2D6, 2E1, 2R1, 3A4, 7A1, 46A1)18

has provided insights into the active sites. Approaches to
predicting biotransformations have been categorized into four
classes by Zhou et al.:25 (1) quantum chemical calculations
of substrates or of reactions utilizing simplified surrogates
for the iron-oxo complex, (2) molecular docking combined
with scoring functions, (3) probabilistic scoring method based
on fragment analysis of the substrates, and (4) GRID
molecular interaction fields describing ligand-protein in-
teractions. Other researchers cluster in silico regioselectivity
prediction methodologies into three classes: (1) rule-based,
(2) quantitative structure-activity relationship (QSAR), and
(3) mechanism-based.11 Regardless of the classification
schemes, the general consensus is that accurate prediction
of metabolism requires consideration of both the intrinsic
reactivity of each site within the substrate and the contribu-
tion of the CYP active site in orienting the substrate relative
to the active oxygenating species.26

The active oxygenating species that can be used to
rationalize most CYP-generated metabolites is the porphy-
rin-iron-oxo form, called Compound I (Cpd I), and also
denoted as “FeO3+”.27 Transition state geometries and
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energies of some substrates and Cpd I have been calculated
using density functional theory (DFT)22,23,28 and wave
function approaches,29-31 but a drawback of these method-
ologies is the calculation time and the exacting procedures
required to locate a transition state or states. An approach
by Korzekwa et al.32 and Jones et al.33 to rapidly predict
rates and regioselectivity of CYP-mediated hydroxylation
utilizes the semiempirical quantum mechanical Austin Model
1 (AM1) method and the p-nitrosophenoxy radical (PNPO)
(Figure 1A) as a surrogate model for Cpd I in aliphatic
hydroxylation,32,34 and the methoxy radical as the surrogate
in aromatic hydroxylation.35 More recently, Olsen et al.,26

using DFT calculations with a more realistic Cpd I model
(OFePorSCH3) (Figure 1B), showed that the AM1 method
with simple Cpd I surrogates, such as PNPO, can reasonably
reproduce DFT results in estimating hydrogen-abstraction
activation energies. The corroboration of the semiempirical
approaches with DFT is important in that semiempirical
calculations can offer a computational speed advantage of
orders of magnitude over wave mechanical and DFT methods
but with a potential sacrifice in accuracy. These methodolo-
gies focus on the intrinsic reactivity of substrates and would
be applicable for CYPs where substrate-active site interac-
tions are not a major contributor in orientation, such as those
CYPs with larger active sites and for substrates of similar
structure, where such interactions would be similar among
the substrates.

Here, we extend and evaluate the pioneering work of
Korzekwa et al.32 and Jones et al.33 to predict relative rates
of CYP-mediated alkyl hydroxylation, by using semiempiri-
cal Parametric Method 3 (PM3)36 and Semi ab initio Model
1 (SAM1).37,38 PM3 is a semiempirical methodology similar
to AM1 but with a different parametrization approach,36

while SAM137,38 is a more recent semiempirical approach,
implemented in the commercial software package AMPAC.
First, results from each of the semiempirical methods were
used to create linear regression equations relating the
activation enthalpy to the heat of reaction and the ionization
potential (IP) of the intermediate carbon-centered radical,
based on 24 substrates (Figure 2) studied by Olsen et al.26

Predictions from our new model equations were consistent
with those of Korzekwa et al.,32 although some notable
differences were observed among the AM1, PM3, and SAM1
results. Then, each of the semiempirically calculated and
predicted activation enthalpies using the PNPO model were
compared with the DFT-derived activation energies using
the more realistic iron-oxo-porphine model reported by
Olsen et al.26

COMPUTATIONAL METHODS

Semiempirical AM1, PM3, and SAM1 quantum mechan-
ical calculations were performed using AMPAC 8.16 (Semi-
chem Inc., Shawnee Mission, KS) with Agui 8.16 (GUI;
Semichem Inc., Shawnee Mission, KS); in addition, AM1,
PM3, and DFT calculations were performed using Gaussian
03 (G03),39 version 6.1 for Windows (Gaussian, Inc.,
Wallingford, CT), with GaussView 4.140 (Semichem, Inc.,
Shawnee Mission, KS), on a Dell Precision workstation, with
two quad core Intel Xeon Processors, X5460, 3.16 GHz, and
8 GB RAM (3GB usable with Windows XP, 32-bit), or on
the Colorado State University Center for Bioinformatics
Cluster, consisting of an Apple G5 cluster of 32 Xserve G5
nodes, with each node containing dual 2.3 GHz PowerPC
G5 CPUs and 8 GB memory (64 CPUs total).

Geometry Optimization. The calculation approach was
similar to that of Korzekwa et al.32 and Jones et al.35 For
computational details, see Supporting Information. All
calculations were for the gas phase. Each SE TS structure
was verified by the presence of only one imaginary frequency
and by an intrinsic reaction coordinate (IRC) calculation. The
unrestricted Hartree-Fock (UHF) and restricted HF (RHF)
formalism were used for open-shell and closed-shell systems,
respectively. Specific issues regarding calculations are
described in the sections below.

PNPO Radical. All three semiempirical methods gener-
ated two stable geometries of the PNPO radical, differing
primarily in the geometry of the nitroso group. The existence
of two AM1-calculated PNPO conformers was not reported
by Korzkewa et al.32 or Olsen et al.26 For SAM1 TS
determinations, both conformations of the PNPO radical were
evaluated (see Results and Discussion); however, for AM1
and PM3 TS determinations, the lower energy PNPO radical
was used because (i) the higher energy PNPO geometry
converted to the lower energy geometry during the TS
determination process (e.g., at the start of the reaction path,
during the TS conformational analyses, or during TS
optimization) or (ii) convergence problems were encountered
during TS optimization for all substrates.

DFT Calculations. For our DFT results, final energies
were calculated at the B3LYP/6-311++G(2d,2p) level, using
B3LYP/6-31G(d) geometries, and include the thermal cor-
rection to enthalpy at 298.15 K (which incorporates the zero-
point vibrational energy, ZPE).41 The unrestricted formalism
(UB3LYP) was used for open-shell systems. ZPEs were
calculated at the B3LYP/6-31G(d) level, and the thermal
correction included a scale factor of 0.9804,41 calculated via
the Freq(ReadIsotopes) keyword option in G03. The thermal
correction to enthalpy at 298.15 K was calculated to facilitate
comparison of the DFT enthalpy with that calculated using
AMPAC, which is parametrized to experimental ∆Hf at 298
K.42 G03 default convergence criteria were used, unless
otherwise noted. Extensive DFT conformational analyses of
the PNPO radical, using UB3LYP with the basis sets
6-31G(d), 6-311+(3df), and 6-311G++(2d,2p), revealed
only a single global energy minimum geometry for the PNPO
radical.

Terminology and Statistical Analyses. In the text, values
are given as the mean ( standard deviation, unless otherwise
noted. All stable geometries and transition states were verified
by the presence of zero and one imaginary frequency,

Figure 1. Structures of models used for Cpd I: (A) PNPO Radical,
(B) OFePorSCH3. Reactive oxygen is no. 13 and no. 38 for A and
B, respectively. AM1 and DFT B3LYP optimized, respectively.
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respectively. “Calculated” refers to values determined via
computational chemistry, while “estimated” and “predicted”
refer to those determined by regression methods. “Mean
absolute difference” (MAD) refers to the average of the
unsigned pairwise differences. When a substrate name is
followed by a number in parentheses, the number indicates
the carbon from which the hydrogen is abstracted. Statistical
analyses of regression models were performed using R
software (www.r-project.org).

RESULTS AND DISCUSSION

Comparison of Semiempirical AM1, PM3, and SAM1
Calculations for PNPO Reactions: Energies and Ioniza-
tion Potentials. We used the 24 substrates (Figure 2) studied
by Olsen et al.26 and determined the transition state energies
and geometries using AM1, PM3, and SAM1. For the
determination of the transition state structure, rotational
conformations were exhaustively evaluated, and the lowest
energy transition state structure with one imaginary frequency
was selected.

The activation enthalpies (∆Hq) were calculated for the
reaction between the PNPO radical and each of the 24
substrates, after the transition state structure was determined
using AM1, PM3, and SAM1 (Figure 3; Supporting Infor-
mation, Tables S1-S3). For ease of comparison, the
substrates are arranged in order of ascending AM1 ∆Hq, as
was done by Korzekwa et al.32 To verify that our methods
were consistent with those of Olsen et al.,26 we compared
our AM1 ∆Hq (Supporting Information, Table S1) and TS
geometries (Supporting Information, Table S4) with their
AM1 results; overall, our data were identical or very similar,
except for the substrate p-nitrotoluene (Supporting Informa-
tion, Table S5). (For a thorough analysis of AM1, PM3, and
SAM1 TS geometries, see Supporting Information.)

Figure 3 shows that the calculated AM1 and PM3 ∆Hq

values were generally similar or nearly identical (mean
absolute difference, MAD ) 1.4 ( 0.9 kcal/mol); the largest
absolute and relative differences occurred for the amines and
sulfides, with the PM3 method giving larger ∆Hq values than
AM1. Dimethylamine showed the largest difference of 22.8
vs 25.8 kcal/mol; abs. diff. ) 3.0, rel. diff. ) 12.3%
[) 3.0/mean (22.8, 25.8)]. Propionaldehyde and hydrocar-
bons isopropylbenzene, isobutane, ethylbenzene (2), and

propane, on the other hand, showed slightly larger values
using AM1. The ∆Hq range for calculated AM1 was 22.8
kcal/mol (dimethylamine) to 32.0 kcal/mol (methane); for
PM3, 24.1 kcal/mol (isopropylbenzene) to 34.1 kcal/mol
(methane).

SAM1 activation enthalpies using the higher energy PNPO
radical (Figure 3), however, were all smaller than their
corresponding AM1 and PM3 values: SAM1 vs AM1 MAD
) 10.6 ( 1.6 kcal/mol; SAM1 vs PM3 MAD ) 11.7 ( 1.7
kcal/mol. SAM1 ∆Hq values also exhibited a wider range
(from 11.6 kcal/mol for N-methylaniline to 26.5 kcal/mol
for methane) than either AM1 or PM3. Thus, all of the
calculated AM1 and PM3 ∆Hq were greater than 22 kcal/
mol, while most of the SAM1 ∆Hq were below 20 kcal/
mol, except for methane (26.5 kcal/mol), fluoroethane (2)
(22.0 kcal/mol), and propane (1) (20.8 kcal/mol). In Figure
3, the activation energy pattern observed for SAM1 results
mimicked PM3 more so than AM1.

The enthalpy of reaction (∆Hrxn), for PNPO abstraction
of a hydrogen atom from a substrate to give the phenol and
the substrate radical (PNPO• + H-Rf PNPOH + •R), was
calculated from the lowest energy conformation of each
substrate, substrate radical, PNPO, and PNPOH, for AM1
and PM3 (Figure 4). For SAM1, both the lower- and higher-

Figure 2. Substrate structures. The location of the hydrogen abstracted is indicated in bold red and, where appropriate, by a number in
parentheses after the name.

Figure 3. Activation enthalpies (∆Hq) calculated from AM1, PM3,
and SAM1 transition state and reactant structures for the reaction,
PNPO• + H-Rf [PNPO · · ·H · · ·R]. DFT activation energies from
Olsen et al.26 are also shown. Number in parentheses indicates
carbon from which hydrogen is abstracted.
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energy PNPO radical were examined, with the results using
the higher energy PNPO shown in Figure 4. The calculated
AM1 heats of reaction were exothermic for most of the
substrates (except dimethyl ether, methoxybenzene, ethyl-
benzene (2), propane (1), fluoroethane (2), and methane),
while PM3 reactions were approximately thermoneutral for
most of the listed substrates.

Quantitatively, the AM1 ∆Hrxn were usually more exo-
thermic than the PM3 values (MAD ) 3.0 ( 1.9 kcal/mol),
while SAM1 values were consistently more endothermic than
their respective AM1 and PM3 results by a MAD of 7.5 (
2.7 kcal/mol and 4.7 ( 2.3 kcal/mol, respectively. This
endothermic shift in SAM1 values can be accounted for by
examining the components of Hess’s law:

The value of [∆Hf (PNPOH) - ∆Hf (PNPO)] is a constant
for each method and is -21.9 kcal/mol for SAM1, -28.7
kcal/mol for AM1, and -26.4 kcal/mol for PM3. As the
SAM1 ∆Hrxn differs by an average of 7.5 and 4.7 kcal/mol
from the AM1 and PM3 ∆Hrxn, respectively, the shift in
∆Hrxn between SAM1 vs AM1 and PM3 can be largely
attributed to this [∆Hf (PNPOH) - ∆Hf (PNPO)] difference.

Initially, we used the lower energy PNPO conformation
for all semiempirical TS determinations, but with SAM1,
we were unable to locate TS’s for five substrates using the
lower energy PNPO conformation (Supporting Information,
Table S7 and Figure S1). Thus, we carefully examined
conformations of PNPOH and PNPO using AM1, PM3, and
SAM1, by varying the dihedral angles H-O-C-C and
O-N-C-C, as well as the nitroso O-N-C bond angle.
For PNPOH, each method produced two stable structures
(i.e., a local and a global energy minimum; Supporting
Information, Table S8 and Figure S2), verified by the absence
of imaginary frequencies. For the PNPO radical, the con-
formational analyses revealed that each of the methods also
produced two structures, one corresponding to a local energy
minimum and another to the global minimum, each con-
firmed by the lack of imaginary frequencies. The energy of

the higher PNPO local minimum structure was 19.0 kcal/
mol (AM1), 21.1 kcal/mol (PM3), and 11.3 kcal/mol
(SAM1), while that of the global minimum was 14.1, 19.7,
and 4.4 kcal/mol, respectively. Use of the higher energy
SAM1 PNPO structure allowed us to find TS’s for all
substrates, with the higher energy PNPO shifting the SAM1
∆Hq upward by a nearly constant value of 1.7 ( 0.2 kcal/
mol (Supporting Information, Figure S1 and Table S7),
excluding the five substrates for which TS structures could
not be found.

The ionization potential (IP) of the substrate radical has
been used as a quantitative measure of the radical’s stabil-
ity,32 and because of its ease of calculation (based on
Koopmans Theorem)43,44 may serve a practical and useful
descriptor in developing a regression model predicting
activation enthalpies. Koopmans’ Theorem44 states that the
energy required to remove an electron from an orbital is the
negative of the orbital energy (i.e., IP ≈ –highest occupied
molecular orbital energy, or –εHOMO). The AM1-, PM3-, and
SAM1-calculated IP of the substrate radicals are shown in
Figure 5 and Tables S1, S2, S3. PM3 IP values closely
matched AM1 values or were slightly higher (MAD 0.15 (
0.13 eV), with the sulfide radicals being the only notable
exceptions, where IP for methyl phenyl sulfide and dimethyl
sulfide were 0.50 and 0.49 eV higher for PM3 than for AM1,
respectively. SAM1 IP values were generally lower than both
AM1 and PM3 values (MAD of 0.36 ( 0.26 eV and 0.45 (
0.26 eV, respectively), although radicals of propene, prop-
1-en-2-ol, 2-fluoroprop-1-ene, and methane gave higher
SAM1 IP values. SAM1 IP for propane (1), fluoroethane
(2), and the sulfide radicals rested between the AM1 and
PM3 IP.

An important requisite in using the PNPO radical as a
surrogate for Cpd I in predicting hydrogen abstraction rates
is the existence of a correlation between the calculated
[PNPO · · ·H · · · substrate] activation enthalpy and the true
∆Hq of the [(Cpd I) · · ·H · · · substrate] TS. The rationale for
using PNPO was based on the evidence that the TS for
ω-hydroxylation of aliphatic compounds is symmetrical, and,
of the model compounds examined, PNPO produced the most
thermodynamically symmetrical ethane/PNPO reaction
(∆Hrxn ≈ 0) and possessed a symmetrical TS geometry (rCH/
rtot ) 0.51).32

The mechanistic basis for the PNPO model is the “oxygen
rebound” mechanism proposed by Groves,45 where (FeO)3+

Figure 4. AM1, PM3, SAM1, and DFT ∆Hrxn for the reaction of
PNPO radical and substrate, giving PNPOH and substrate radical
(PNPO + H-R f PNPOH + •R). DFT model chemistry is
described in Supporting Information, Table S6.

∆Hrxn ) [∆Hf(PNPOH) + ∆Hf(substrate radical)] -
[∆Hf(PNPO) + ∆Hf(substrate)] (1)

) [∆Hf(PNPOH) - ∆Hf(PNPO)] +
[∆Hf(substrate radical) - ∆Hf(substrate)] (2)

Figure 5. AM1, PM3, and SAM1 ionization potential for the
substrate radical (•R)
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abstracts a hydrogen atom in the first step to yield (FeOH)3+

and substrate radical, followed by recombination of hydroxyl
radical from (FeOH)3+ to give the hydroxylated substrate.
As recombination has been theoretically verified to be fast,
albeit influenced by spin state,46 the relative rates of
hydroxylation are dependent on the activation energy of this
initial abstraction step, suggesting that prediction models
based on this step are reasonable. Models relating activation
enthalpies to heats of reaction derive from the Bell-Evans-
Polanyi (BEP) principle,47,48 which states that a linear
relationship may exist between the activation energy and the
enthalpy of reaction within a series of closely related
reactions, i.e., Ea ) R + � × ∆Hrxn, where R and � are
constants.

Olsen et al.26 compared the DFT B3LYP activation
energies using a more complete Cpd I model with those using
the PNPO radical and found good coefficients of determi-
nation (R2) of 0.89 and 0.86, using B3LYP and AM1,
respectively, for the PNPO-substrate activation energy. The
activation energies calculated by Olsen et al.26 were con-
sistent with values calculated by Shaik et al. (Table 1).23,28

These results suggest that PNPO can serve as a rough model
for Cpd I, and, assuming that [PNPO · · ·H · · · substrate] TS
is an adequate model for the analogous Cpd I TS, the

regression models derived, using the easily calculable
descriptors, should provide good estimates of the activation
enthalpies.

Linear Regression Models Predicting Activation
Enthalpies: AM1 vs PM3 vs SAM1. In an attempt to extend
and improve the models of Korzekwa et al.,32 we developed
linear regression models relating activation enthalpy to heat
of reaction and ionization potential, using AM1, PM3, and
SAM1 data with the substrate set used by Olsen et al.26 We
initially performed AM1 calculations on the 20 substrates
studied by Korzekwa et al.32 and, overall, reproduced their
results (data not shown), verifying that our methodology was
consistent with theirs. The plot of our AM1-calculated vs
predicted (based on our AM1 regression model) enthalpy of
activation is shown in Figure 6A. Our model, ∆Hqpred ) 9.91
+ 0.18 × ∆Hrxn + 2.01 × IP, exhibited an R2 of 0.89, slightly
lower than 0.92 reported by Korzekwa et al. (including all
substrates). This difference can be attributed to more
chemical variation within our substrate set, e.g., the presence
of sulfide compounds, whose removal from the regression
calculation increases our R2 value to 0.93. In fact, the largest
absolute difference between calculated and predicted ∆Hq

was 1.4 kcal/mol for methyl phenyl sulfide. The span of our
AM1 ∆Hq values was shifted upward relative to that of
Korzekwa et al.,32 with our calculated (and predicted) results

Table 1. Olsen et al.26 DFT Activation Energy (using OFePorSCH3), Shaik et al.28 DFT ∆Eq (using OFePorSH), and Mayeno et al.
Semiempirical AM1, PM3, and SAM1 ∆Hq (using PNPO radical)

Olsen et al.
activation energy
(OFePorSCH3)

Shaik et al.
∆Eq a (OFePorSH)

Mayeno et al.
calculated ∆Hq b (PNPO)

Mayeno et al.
predicted ∆Hq c (PNPO)

no. substrate
DFT HSd

(kJ/mol)
DFT HSd

(kcal/mol)
DFT HS
(kcal/mol)

DFT LS
(kcal/mol)

AM1
(kcal/mol)

PM3
(kcal/mol)

SAM1
(kcal/mol)

AM1
(kcal/mol)

PM3
(kcal/mol)

SAM1
(kcal/mol)

1 dimethylamine 31.9 7.62 22.80 25.79 12.92 24.22 26.33 13.35
2 N,N-dimethylaniline 28.9 6.91 5.54 4.99 23.04 25.39 11.91 23.85 25.80 12.45
3 N-methylaniline 31.9 7.62 23.31 25.59 11.61 23.90 25.65 12.59
4 trimethylamine 27.9 6.67 23.31 25.50 12.82 24.19 26.48 12.77
5 ethylbenzene (1) 50.6 12.09 12.55 11.47 25.50 25.74 13.61 25.31 25.70 13.01
6 isopropylbenzene 55.8 13.34 25.74 24.07 12.71 24.34 24.19 10.71
7 methyl (phenyl) sulfide 45.4 10.85 25.84 28.49 15.54 24.40 26.95 15.37
8 dimethyl sulfide 45.9 10.97 25.89 28.43 16.28 24.65 27.07 15.87
9 p-xylene 53.0 12.67 26.09 27.66 14.89 26.12 27.31 15.12
10 toluene 54.6 13.05 12.43 12.05 26.41 27.97 15.45 26.51 27.64 15.85
11 fluoroethane (1) 61.6 14.72 26.58 28.24 14.20 27.34 28.56 15.54
12 isobutane 59.7 14.27 26.83 25.95 14.62 25.85 26.05 13.04
13 dimethyl ether 50.9 12.17 26.88 27.69 16.50 27.38 28.12 16.85
14 propene 53.9 12.88 12.95 12.82 27.06 28.55 17.02 27.13 28.02 16.97
15 methoxybenzene 54.5 13.03 27.47 28.15 16.20 27.65 27.94 16.55
16 prop-1-en-2-ol 49.1 11.74 27.69 28.88 17.45 28.10 28.68 18.11
17 p-nitrotoluene 49.5 11.83 27.80 29.28 15.19 28.34 29.14 16.32
18 propane (2) 62.0 14.82 15.80 13.85 27.87 27.78 17.09 27.29 27.86 16.16
19 2-fluoroprop-1-ene 55.2 13.19 27.91 29.41 17.10 28.39 29.01 18.30
20 propionaldehyde 47.9 11.45 28.96 28.40 17.32 29.71 29.58 18.14
21 ethylbenzene (2) 72.2 17.26 29.46 29.22 19.82 29.14 30.35 19.66
22 propane (1) 73.9 17.66 17.48 15.19 29.61 29.45 20.82 29.12 30.23 19.96
23 fluoroethane (2) 77.2 18.45 30.85 31.46 21.96 30.33 31.25 21.29
24 methane 86.7 20.72 22.91 22.34 31.96 34.13 26.47 31.57 33.30 25.51

MAD:b,c 14.12 15.22 3.58 14.12 15.22 3.80
SD:b,c 1.71 2.45 1.75 2.21 2.45 1.79

a Shaik et al.28 singlepoint calculations were done on the optimized geometries in Jaguar 7.0 using a triple-� quality LACV3P+ basis
set on iron and 6-311+G* on the rest of the atoms (basis set B2). The values shown include ZPE, which were taken from the UB3LYP/
B1 frequency calculations, where the B1 basis set uses LACVP basis set on iron and a 6-31G basis set on the rest of the atoms. HS )
high spin (quartet); LS ) low spin (doublet). b “Calculated” refers to values determined using TS structure enthalpies. Mean absolute
difference (MAD), relative to Olsen et al. data, is listed at the bottom. c “Predicted” refers to values determined by regression methods. MAD,
relative to Olsen et al. data, is listed at the bottom. d HS ) high spin (quartet).
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ranging from 22.8 to 32.0 kcal/mol (and 23.9 to 31.6 kcal/
mol) (Table S1), compared to 16.3 and 27.2 kcal/mol (and
17.2 kcal/mol to 30.9 kcal./mol). This notable shift is largely
caused by the 5.0 kcal/mol difference in ∆Hf of the PNPO
radical values, where we used the lower energy conformer
(14.1 kcal/mol), while Korzekwa et al. used the higher energy
conformer (19.0 kcal/mol). In a subsequent publication, they
used the lower energy of PNPO.34

As shown in Figure 6A, the AM1-based regression model
showed certain trends based on chemical class. Specifically,
the model slightly underestimated the activation enthalpies
for all alkane substrates, as well as the sulfides and
isopropylbenzene, while overestimating the activation en-
thalpies for all of the amines, relative to the AM1-calculated
∆Hq. Of the chemical classes represented by the substrates,
the amines showed the lowest ∆Hq.

The PM3-based regression model of activation enthalpies
(∆Hqpred ) 14.79 + 0.25 × ∆Hrxn + 1.49 × IP) showed a
marginally larger R2 of 0.90 and a slightly shifted predicted
range (24.2 to 33.3 kcal/mol) (Table S2), with a somewhat
different spread pattern than the AM1 regression (Figure 6B).
For example, unlike the AM1 model, the PM3-derived model

did not consistently overestimate the ∆Hq for the alkanes,
and, isopropylbenzene, rather than the amines, displayed the
lowest ∆Hq, with this ∆Hq better predicted by the PM3
regression model. Like the AM1 model, the PM3-derived
model overestimated activation enthalpies of the sulfide
compounds.

The SAM1-based regression model of activation enthalpies
(∆Hqpred ) 2.42 + 0.31 × ∆Hrxn + 1.46 × IP) showed a
predicted range of 10.7 to 25.5 kcal/mol and an R2 of 0.93
(Figure 6C; Supporting Information, Table S3), an R2 higher
than both the AM1 and PM3 models. As mentioned above,
the range of ∆Hq calculated using SAM1 was shifted lower
relative to that calculated by AM1 and PM3, with the SAM1
range more in accord with high-level DFT calculations using
a more realistic Cpd I (vide infra).23,26,49-53 As observed
with the AM1 regression plot in Figure 6A, the SAM1
regression model slightly underestimates the ∆Hq for all
alkanes, as well as for isopropylbenzene. For sulfides, unlike
the AM1 or PM3 models, where the ∆Hq was overestimated,
the SAM1 model predictions of ∆Hq are more internally
consistent (i.e., ∆Hqpred ≈ ∆Hqcalc) (MAD of 0.3 ( range
0.2 kcal/mol, compared to 1.3 ( range 0.1 kcal/mol and 1.5
( range 0.1 kcal/mol for AM1 and PM3, respectively). For
all three semiempirical methods, methane exhibited the
greatest calculated and predicted ∆Hq, a result expected for
this series of substrates based on bond dissociation energy.54-57

Thus, the general methodology showed good internal
consistency across the semiempirical methods: the descriptors
calculated by each semiempirical method could be used to
predict the ∆Hq calculated by that model, e.g., AM1-
generated descriptors could predict AM1-calculated ∆Hq, as
demonstrated by MAD of 0.63, 0.51, and 0.70 kcal/mol for
AM1, PM3, and SAM1, respectively (Supporting Informa-
tion, Tables S1, S2, and S3).

Comparison of Activation Enthalpies Calculated
Semiempirically Using PNPO and Calculated by DFT
Using an Iron-Oxo-Porphine Model. A major advantage
of semiempirical calculations is the speed compared with
wave function and DFT methods, while providing accurate
geometries and energies for molecules related to those used
for parametrization. Because semiempirical methods are
parametrized to reproduce energies and geometries of com-
mon stable molecules, energies of transition states (and
activation energies derived thereof) are likely to be less
accurate than reaction energies.44 Thus, for molecules outside
the training sets, accuracy of geometry and, especially, energy
require corroboration with experimental data or higher level
methods, such as DFT.44

Due to these semiempirical limitations, we compared our
semiempirically derived PNPO ∆Hq against DFT calculations
with OFePorSCH3. Previously, Olsen et al.26 had compared
the DFT B3LYP activation energies using a more complete
Cpd I model (OFePorSCH3, Figure 1B) with those using the
PNPO radical and reported good coefficients of determination
(R2) of 0.89 and 0.86, using B3LYP and AM1, respectively,
for the PNPO-substrate activation energy. Here, we evaluated
the correlation of our AM1-, PM3-, and SAM1-calculated
∆Hq, using PNPO, with their DFT activation energy,26 using
OFePorSCH3 (Figure 7 and Table 1; Supporting Information,
Table S9). Initially, we verified that our AM1-calculated
PNPO ∆Hq were consistent with those of Olsen et al.26 (see
Supporting Information, Table S5). Our R2 between DFT

Figure 6. Calculated vs predicted activation enthalpies for hydrogen
abstraction with PNPO radical using (A) AM1, (B) PM3, and (C)
SAM1. ∆Hqpred is determined from the linear regression equation
with predictors ∆Hrxn and ionization potential (IP). The number
labels correspond to substrates listed in Figure 2. MAD is 0.63,
0.51, and 0.70 kcal/mol for AM1, PM3, and SAM1, respectively.
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OFePorSCH3 activation energy26 and AM1 PNPO ∆Hq was
0.82 (Figure 7), as we used all 24 substrates while the R2 )
0.86 reported by Olsen et al.26 was based on their training
set.

As shown in Figure 7, when comparing the semiempirical
PNPO ∆Hq and DFT OFePorSCH3 activation energy, AM1
showed the highest R2 while PM3 showed the lowest, with
AM1 (R2 ) 0.82) > SAM1 (R2 ) 0.71) > PM3 (R2 ) 0.53).
The intercepts of the regression lines were 23.9, 20.6, and
-1.4 kcal/mol for AM1, PM3, and SAM1, respectively,
indicating that the AM1 and PM3 PNPO methodologies
overestimate the activation enthalpies relative to DFT. MADs
of 14.1, 15.2, and 3.6 kcal/mol between DFT and AM1, PM3,
and SAM1 results, respectively, are consistent with the
overestimation of activation enthalpies using SE methods
(Table 1; Supporting Information, Table S9).

To evaluate if the correlations showed patterns based on
chemical class, we divided the substrates into the following

eight classes, based on the substituents attached to the
reactive carbon center: alkyl, amino, aryl, carbonyl, halide,
oxygen, sulfide, and vinyl. As a class, alkane substrates
showed a high correlation between the semiempirically
calculated and DFT activation energy (DFT vs: AM1 R2 )
0.97, PM3 R2 ) 0.95, SAM1 R2 ) 0.98) (Figure 7), although
only the regression coefficients (slopes) using AM1 and PM3
were near unity (1.25 and 0.82), while the SAM1 coefficient
was 0.58. For all nonalkyl classes, the semiempirically
calculated ∆Hq overestimated the DFT values to a greater
extent than for the alkanes. For example, p-nitrotoluene ∆Hq

was 11.8 kcal/mol by DFT while it was 27.8, 29.3, and 15.2
kcal/mol, by AM1, PM3, and SAM1, respectively, whereas
for ethylbenzene (2) (where H is abstracted from the terminal
CH3), the ∆Hq was 17.3 kcal/mol by DFT while it was 29.5,
29.2, and 19.8 kcal/mol, by AM1, PM3, and SAM1,
respectively. These results suggest that the contribution of
the substituents in stabilization of the TS may not be
adequately reflected by these semiempirical methods.

Aryl-substituted substrates also tended to show good
linearity when the benzyl position possessed two hydrogens
(i.e., Ar-CH2-X, X ) H or alkyl), with the exception of
p-nitrotoluene. Interestingly, isopropylbenzene (with H ab-
stracted from the benzylic position) fit along the regression
line of alkane class, also suggesting that the aromatic
substituent does not dominate in the stabilization of the TS
in both DFT and semiempirical methodologies.

Thus, for simple alkanes and alkylbenzenes, semiempiri-
cally calculated ∆Hq using PNPO can serve as a good
estimator of the DFT results for OFePorSCH3, once the
regression relationships have been determined, especially
using AM1 or SAM1 formalisms. For different chemical
classes, an additional class-specific (or indicator) variable
would be required to enhance the predictive ability of the
model, and, further work with additional substrates, along
with evaluation of different descriptors, would be necessary
to develop optimal regression models. Additionally, config-
uration interaction (CI) calculations merit exploration.

Prediction of DFT Activation Energies of an
Iron-Oxo-Porphine Model Using Linear Regression
Models and Semiempirical Descriptors. A major goal is
to rapidly and accurately estimate the activation energy of
hydrogen abstraction by Cpd I; thus, we examined the
relationship between DFT activation energy (using OFePor-
SCH3

26) and the semiempirically predicted ∆Hq using PNPO
(Figure 8; Supporting Information, Table S9), where pre-
dicted ∆Hq was determined using the regression equations
determined earlier (Figure 6). Like the semiempirically
calculated ∆Hq, AM1 showed the highest R2 while PM3
showed the lowest, with AM1 (R2 ) 0.64) > SAM1 (R2 )
0.58) > PM3 (R2 ) 0.54), with MAD of 14.12, 15.22, and
3.80 kcal/mol between DFT and AM1, PM3, and SAM1
results (Figure 8; Supporting Information, Table S9). How-
ever, the correlation coefficients for the AM1 and SAM1
models were lower than those when ∆Hq is calculated
semiempirically from the TS structures (Figure 7). The lower
R2 is understandable in that, for computational expediency,
we are attempting to interrelate disparate models, i.e.,
different models of the reactive oxygen species (PNPO vs
OFePorSCH3), different model chemistries (semiempirical
vs DFT), and predicting activation energies from regression
models based on rapidly calculable descriptors. Still, as the

Figure 7. Correlation of DFT activation energy from Olsen et al.,26

using OFePorSCH3, with our (A) AM1-, (B) PM3-, and (C) SAM1-
calculated ∆Hq, using PNPO. The number labels correspond to
substrates listed in Figure 2. The dashed line and the solid line
represent the least-squares fit using alkanes only and all data points,
respectively. The regression equation and R2 on the upper left
includes all points, while the regression equation and R2 on the
upper right includes only the alkanes. MAD is 14.12, 15.22, and
3.58 kcal/mol for AM1, PM3, and SAM1, respectively.
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semiempirically calculated and predicted ∆Hq showed a high
correlation, similar trends were observed when attempting
to predict DFT activation energies using the regression
models; for example, the alkanes as a class showed a good
linear relationship (R2 ) 0.96, 0.97, 0.97 for AM1, PM3,
and SAM1, respectively), while the other classes revealed
semiempirically predicted ∆Hq that were relatively larger
compared to the alkanes, i.e., to the right of the alkanes in
Figure 8. As mentioned above, further refinement of the
model is warranted.

In addition, DFT activation energy from Olsen et al.26 was
regressed against SE ∆Hrxn and IP (i.e., we used the
semiempirically calculated descriptors, ∆Hrxn and IP, based
on the PNPO model reaction, to develop linear regression
models to predict the Olsen et al.26 DFT activation energy
for OFePorSCH3). These models showed only a minor

improvement in R2 over the linear regression models based
solely on the PNPO model, with SAM1 (R2 ) 0.65) > AM1
(R2 ) 0.64) > PM3 (R2 ) 0.61) (Supporting Information,
Figure S3 and Table S10; cf. Figures 7 and 8). As expected,
the MAD were reduced (as Ea is directly predicted from the
SE descriptors) to 1.80, 1.78, and 1.75 kcal/mol between
DFT Ea and those predicted from AM1, PM3, and SAM1
descriptors, respectively (Supporting Information, Table
S10); again, prediction of alkane Ea demonstrated the highest
correlation.

Comparison of Semiempirical Results with Density
Functional Theory (DFT) B3LYP Results: DFT Enthal-
pies of Reaction. To assess the accuracy of semiempiri-
cally calculated enthalpies of reaction (∆Hrxn) for hydrogen
abstraction by PNPO, we performed DFT calculations on
the substrates, substrate radicals, PNPOH, and PNPO, from
which ∆Hrxn was determined (Figure 4; Supporting
Information, Table S6). Energies were determined at the
B3LYP/6-311++G(2d,2p) level, at B3LYP/6-31G(d) op-
timized geometries, and included thermal correction to
enthalpy at 298.15 K. DFT-calculated ∆Hrxn values were
markedly different from those calculated by the semiem-
pirical methods, with the difference increasing from SAM1
(MAD of 9.8 ( 4.4 kcal/mol) to PM3 (MAD of 14.5 (
3.6 kcal/mol) to AM1 (MAD of 17.3 ( 3.2 kcal/mol)
(Figure 4). In Figure 4, for all of the semiempirical
methods, the reaction enthalpies tended to increase from
left to right and generally exhibited a similar pattern;
however, for DFT calculations, the slope was not as
pronounced, and the pattern was not consistent with that
of any of the semiempirical methods. Moreover, while
most of the AM1 and PM3 enthalpies of reaction were
exothermic, all of the DFT ∆Hrxn were endothermic. Thus,
the DFT calculations indicate that the reaction equilibrium
lies to the left (i.e., reactants PNPO and substrate). To
evaluate the accuracy of ∆Hrxn calculated semiempirically
and by DFT, we examined ∆Hf (substrate) and ∆Hf

(substrate radical) by comparing calculated and experi-
mentally derived bond dissociation energies (vide infra).

Comparison of Semiempirical and DFT Enthalpies
of Formation with Experimental Data. The AM1, PM3,
and SAM1 enthalpies of formation of substrates (H-R)
and substrate radicals (•R) were checked against the
available experimental literature data, by comparing the
computationally calculated and experimental bond dis-
sociation enthalpy change (DH°) for the reaction H-R
f H• + •R (Table 2). Our semiempirically calculated DH°
revealed notable errors (Table 2); the mean unsigned
absolute (and mean unsigned relative) errors were, re-
spectively, 5.1 ( 7.9 kcal/mol (and 5.3 ( 7.6%) for AM1,
7.7 ( 10.6 kcal/mol (and 8.1 ( 10.2%) for PM3, and 9.6
( 4.8 kcal/mol (and 10.3 ( 5.1%) for SAM1, including
calculations for nonsubstrates phenol, p-nitrophenol, and
the hydrogen molecule. Thus, based on 22 compounds,
accuracy followed the order: AM1 > PM3 > SAM1.
Examining only the substrates, the error in AM1 DH°
appeared random, with amines and sulfides slightly
underestimated, while PM3 DH° appeared slightly biased
upward. However, SAM1 DH° of the substrates was
clearly shifted toward lower values. All of the semiem-
pirical methods overestimated the DH° for phenols (phenol
and p-nitrophenol), by an average of 9.7%, 11.3%, and

Figure 8. Correlation of DFT activation energy using OFePorSCH3

from Olsen et al.,26 with our predicted ∆Hq based on (A) AM1,
(B) PM3, and (C) SAM1 linear regression models. The number
labels correspond to substrates listed in Figure 2. The solid line
represents the least-squares fit using all points. The broken lines
represent the least-squares best fit based on alkanes only (black
dashed lines) and aromatics (brown dotted lines): *Aromatic
regression line excludes p-nitrotoluene (substrate no. 17) and
isopropylbenzene (substrate no. 6). Isopropylbenzene (substrate no.
6), though not classified as an alkane, fell along the alkane
regression line. MAD is 14.12, 15.22, and 3.80 kcal/mol for AM1,
PM3, and SAM1, respectively.
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16.5% for AM1, PM3, and SAM1, respectively. DH° for
diatomic hydrogen was also overestimated by 37.2%,
51.0%, and 12.3% for AM1, PM3, and SAM1, respectively.

Our AM1, PM3, and SAM1 ∆Hf for substrates are
consistent with those previously reported,36-38,58 although
our calculated ∆Hf for radicals were lower, a difference
which disappears when we performed configuration interac-
tion (CI) calculations to treat electron correlation (data not
shown). We are currently exploring linear regression models
based on CI calculations.

The DFT enthalpies of formation of substrates and
substrate radicals were similarly checked against experimen-
tal data (Table 3). For the substances examined, the DFT-
derived DH° were all in good agreement with experimental
values, though slightly underestimated, with mean unsigned
absolute error and mean unsigned relative error of 2.6 (
1.5 kcal/mol and 2.8 ( 1.6%, respectively. The underestima-
tion of DH° (gas phase) using B3LYP for phenolic com-
pounds has been previously reported.59,60

These comparisons explain the downward offset of the
semiempirical ∆Hrxn relative to DFT values in Figure 4. One
source of error is the difference between the semiempirical
and DFT DH° for PNPOH (Supporting Information, Table
S11): 21.1 kcal/mol (AM1), 21.9 kcal/mol (PM3), and 4.0

kcal/mol (SAM1, using the higher-energy PNPO radical
geometry). All of the semiempirical methods overestimate
PNPOH DH° relative to DFT (Table S11). Thus, in eq 2,
semiempirically, [∆Hf (PNPOH) - ∆Hf (PNPO)] would be
underestimated, leading to smaller ∆Hrxn. The other source
of error arises from the calculated substrate DH° (Table 2):
SAM1 considerably underestimates substrate DH°, yielding
a lower [∆Hf (substrate radical) - ∆Hf (substrate)] in eq 2.
Using dimethylamine as an example, with SAM1, substrate
and PNPOH DH° error are -12.4 and 4.0 kcal/mol,
respectively (Table 2 and above). Adjusting the dimethyl-
amine SAM1 ∆Hrxn of 1.3 kcal/mol (Table S3) for these
errors gives 17.7 kcal/mol. Because the substrate DH° error
is relative to experimental DH° while PNPOH error is
relative to the DFT DH°, a factor of 4.9 kcal/mol must be
subtracted, affording 12.8 kcal/mol, identical to the DFT
∆Hrxn (Table S6).

The cause of the differences in calculated ∆Hq between
SAM1 and AM1/PM3 (Figure 3) is more difficult to assess.
The use of the higher energy PNPO radical only partly
accounts for the difference. To address this question, we are
currently examining transition state calculations of certain
PNPO-substrates using DFT.

Table 2. Comparison of AM1, PM3, and SAM1 Bond Dissociation Enthalpies (DH°), in kcal/mol, with Experimental DH° for the Reaction
H-R f H• + •R, at 298 K, 1.0 atm

DH°a DH°b DH° differencec % errord

no. substrate AM1 PM3 SAM1 exptl AM1 PM3 SAM1 AM1 PM3 SAM1

1 dimethylamine 91.42 97.33 81.79 94.2 2.78 3.13 12.41 2.95 3.32 13.18
2 N,N-dimethylaniline 90.68 96.95 80.35 91.7 1.02 5.25 11.35 1.11 5.72 12.38
3 N-methylaniline 90.12 95.90 79.61
4 trimethylamine 92.18 98.41 81.75 93.2 1.02 5.21 11.45 1.09 5.60 12.29
5 ethylbenzene (1) 88.52 90.92 76.28 85.4 3.12 5.52 9.12 3.66 6.47 10.68
6 isopropylbenzene 84.96 85.73 70.44 83.2 1.76 2.53 12.76 2.11 3.04 15.34
7 methyl phenyl sulfide 90.98 97.46 85.40 93.0 2.02 4.46 7.60 2.18 4.80 8.17
8 dimethyl sulfide 91.53 97.56 86.44 93.7 2.17 3.86 7.26 2.32 4.12 7.75
9 p-xylene 92.55 97.08 82.70 87.7 4.85 9.38 5.00 5.54 10.70 5.70
10 toluene 92.98 97.48 83.45 89.7 3.28 7.78 6.25 3.66 8.68 6.97
11 fluoroethane (1) 93.43 97.66 80.61 98.2 4.77 0.54 17.59 4.85 0.55 17.91
12 isobutane 91.81 91.98 77.22 95.7 3.89 3.72 18.48 4.07 3.89 19.31
13 dimethyl ether 99.24 100.32 89.23 96.1 3.14 4.22 6.87 3.27 4.39 7.15
14 propene 92.46 96.73 83.73 88.2 4.26 8.53 4.47 4.83 9.67 5.07
15 methoxybenzene 99.89 99.62 88.82
16 prop-1-en-2-ol 94.38 97.93 86.44
17 p-nitrotoluene 93.50 98.28 83.98 86.5 7.00 11.78 2.52 8.09 13.62 2.92
18 propane (2) 96.47 97.58 84.70 98.1 1.63 0.52 13.40 1.66 0.53 13.66
19 2-fluoroprop-1-ene 93.63 97.72 85.22
20 propionaldehyde 96.62 98.11 86.18 91.7 4.92 6.41 5.52 5.37 6.99 6.02
21 ethylbenzene (2) 101.81 104.73 93.08
22 propane (1) 101.88 104.71 93.59 100.9 0.98 3.81 7.31 0.97 3.77 7.24
23 fluoroethane (2) 102.88 105.54 95.12 103.6 0.72 1.94 8.48 0.69 1.88 8.18
24 methane 107.57 112.92 104.45 105.0 2.57 7.92 0.55 2.45 7.54 0.52

phenol 95.80 96.87 103.39 86.7 9.10 10.17 16.69 10.50 11.73 19.25
p-nitrophenol 99.43 101.26 103.83 91.3 8.13 9.96 12.53 8.90 10.90 13.73
hydrogen molecule 142.86 157.28 116.95 104.2 38.71 53.13 12.80 37.16 51.01 12.29

mean (excluding hydrogen and all phenols) 2.94 5.08 8.86 3.20 5.54 9.50
SD (excluding hydrogen and all phenols) 1.69 2.98 4.73 1.93 3.42 4.96
mean of the unsigned errors (all compounds above) 5.08 7.72 9.56 5.34 8.13 10.26
SD of the unsigned errors (all compounds above) 7.85 10.61 4.79 7.58 10.23 5.12

a DH° ) ∆Hf (substrate radical) + ∆Hf (H) - ∆Hf (substrate) (see Supporting Information, Tables S1, S2, S3 for values). ∆Hf (H atom) )
68.84, 71.94, 58.55 kcal/mol for AM1, PM3, SAM1, respectively. b Experimental DH° were taken from Luo;56 “recommended” values used.
For p-nitrophenol, p-xylene, and p-nitrotoluene, DH° closest to DFT value was used, as no value was recommended. Blank values indicate
experimental DH° that were not found. c DH° Difference ) DH° (semiempirical) - DH° (Luo). d % Error ) 100 × (DH° difference)/(exptl
DH°).

1700 J. Chem. Inf. Model., Vol. 49, No. 7, 2009 MAYENO ET AL.



Thus, because reaction enthalpies calculated by semiem-
pirical and DFT methods can differ substantially, semiem-
pirically generated predictors, such as ∆Hrxn, must be used
cautiously when estimating activation enthalpies.

CONCLUSIONS

Here, we present new semiempirically based models for
the rapid prediction of biotransformation of xenobiotics using
PNPO as a surrogate. Based on 24 substrates, the regression
models derived from each of the semiempirical methods,
AM1, PM3, SAM1, showed R2 g 0.89 in estimating its
calculated activation enthalpy, using ∆Hrxn and IP as predic-
tor variables, with SAM1 exhibiting the highest R2 of 0.93
(Figure 6). The high R2 values suggest that all of these
models are usable and are internally consistent.

The range of estimated ∆Hq was similar for AM1 and PM3
(Figure 6), but shifted downward for SAM1, with substrates
of different chemical classes sometimes ordered differently
by the different methods, suggesting that one of the methods
may estimate relative activation enthalpies more accurately.
The intramethod predictive ability of these models can be
improved further by inclusion of an additional variable
representing the different classes of substrates, such as
alkanes, amines, and sulfides.

The comparison of semiempirically calculated and
predicted activation enthalpies, using PNPO, against DFT

activation energies calculated by Olsen et al.26 using a
more realistic Cpd I model, revealed limitations; only one
class of chemicals, alkanes, showed a high correlation
(Figures 7 and 8). The AM1 and PM3 calculated and
predicted activation energies require a notable adjustment
by a constant factor to bring the values in line with those
generated by the SAM1 model and by the more realistic
Cpd I model. DFT activation energies regressed directly
against AM1, PM3, and SAM1 descriptors only slightly
improved the R2 (Supporting Information, Figure S3). The
overall results suggest that semiempirically calculated
descriptors, ∆Hrxn and IP, could be used in regression
models to predict DFT activation energies for alkane
substrates with good accuracy, but not necessarily for other
chemical classes, with SAM1 yielding the highest R2 for
the set of alkanes evaluated.

Further examination of additional substrates, different
predictor variables, and application of different methods, such
as configuration interaction, are warranted and may provide
better predictive models.
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Table 3. Comparison of DFT and Experimental Bond Dissociation Enthalpies (DH°), in kcal/mol, for the Reaction H-R f H• + •R (see
footnotes of Supporting Information, Table S6 for computation method)

no. substrate DFT DH°a exptl DH°b differencec % errord

1 dimethylamine 89.25 94.2 -4.95 -5.25
2 N,N-dimethylaniline 87.07 91.7 -4.63 -5.05
3 N-methylaniline 88.28
4 trimethylamine 89.01 93.2 -4.19 -4.50
5 ethylbenzene (1) 83.92 85.4 -1.48 -1.73
6 isopropylbenzene 82.60 83.2 -0.60 -0.72
7 methyl phenyl sulfide 91.93 93.0 -1.07 -1.15
8 dimethyl sulfide 91.76 93.7 -1.94 -2.07
9 p-xylene 86.35 87.7 -1.35 -1.54
10 toluene 86.75 89.7 -2.95 -3.28
11 fluoroethane (1) 96.38 98.2 -1.82 -1.86
12 isobutane 92.32 95.7 -3.38 -3.53
13 dimethyl ether 93.66 96.1 -2.44 -2.53
14 propene 84.17 88.2 -4.03 -4.57
15 methoxybenzene 94.85
16 prop-1-en-2-ol 87.14
17 p-nitrotoluene 86.19 86.5 -0.31 -0.36
18 propane (2) 95.05 98.1 -3.05 -3.11
19 2-fluoroprop-1-ene 86.08
20 propionaldehyde 86.12 91.7 -5.58 -6.09
21 ethylbenzene (2) 99.13
22 propane (1) 98.86 100.9 -2.04 -2.02
23 fluoroethane (2) 100.39 103.6 -3.21 -3.10
24 methane 103.20 105.0 -1.80 -1.72

phenol 83.77 86.7 -2.93 -3.38
p-nitrophenol 87.90 91.3 -3.40 -3.72
hydrogen molecule 104.77 104.2 0.62 0.60

mean (all substances listed) -2.57 -2.76
SD (all substances listed) 1.57 1.70
mean of the unsigned errors (all substances listed) 2.63 2.81
SD of the Unsigned Errors (all substances listed) 1.47 1.60

a DFT DH° ) ∆Hf (substrate radical) + ∆Hf (H) - ∆Hf (substrate), thermally corrected and scaled enthalpy (see Supporting Information,
Table S6 for values). b Exptl DH° were taken from Luo.56 “Recommended” values used. For p-nitrophenol, p-xylene, and p-nitrotoluene, DH°
closest to DFT value was used, as no value was recommended. Blank values indicate experimental DH° were not found. c DH° Difference )
DH° (DFT) - DH° (Luo). d % Error ) 100 × (absolute difference)/(exptl DH°).
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and PNPO Radical Geometries and Energies); Table S9
(Mean Absolute Difference between Olsen et al.26 DFT
Activation Energy Using OFePorSCH3 and Mayeno et al.
Semiempirical AM1, PM3, and SAM1 Calculated and
Predicted ∆Hq, Using PNPO Radical); Table S10 (DFT
Activation Energy, Using OFePorSCH3, from Olsen et
al.,26 Regressed against Semiempirically Calculated De-
scriptors ∆Hrxn and IP); Table S11 (Comparison of
Semiempirical and DFT BDE of PNPOH); Table S12
(Differences in Substrate Enthalpies Calculated Using
RHF and UHF Wave Functions); Table S13 (PM3
Transition State Geometries of [PNPO · · ·H · · ·R]); Table
S14 (SAM1 Transition State Geometries of [PNPO · · ·H · · ·R]
Using the Higher Energy PNPO Radical); Table S15
(SAM1 Transition State Geometries When Starting with
the Lower Energy PNPO Radical); Table S16 (Comparison
of CPU Time for AM1, PM3, SAM1, and G03 DFT
B3LYP Calculations for Substrates Methane, Propane, and
Dimethylamine); Figure S3 (DFT activation energy for
OFePorSCH3, from Olsen et al.,26 vs activation energy
predicted from regression models, where Olsen et al.26

DFT activation energy was regressed against semiempiri-
cal descriptors ∆Hrxn and IP); Figure S4 (AM1-, PM3-,
and SAM1-calculated ∆Hf of transition state structures
[PNPO · · ·H · · ·R]); Figure S5 (Transition state geometries
calculated using AM1, PM3, and SAM1 for H-abstraction
by PNPO radical); Figure S6 (Calculated AM1, PM3, and
SAM1 transition state geometries for hydrogen abstraction
by PNPO radical of (A) dimethylamine and (B) propane
(1)); Figure S7 (Comparison of transition state geometries
of [PNPO · · ·H · · · substrate] determined by AM1, PM3,
and SAM1); Figure S8 (Calculated vs predicted rtot from
regression on both ∆Hrxn and substrate radical IP, using
AM1, PM3, SAM1); Figure S9 (Calculated vs predicted
rCH/rtot from regression on both ∆Hrxn and substrate radical
IP, using AM1, PM3, and SAM1). This material is
available free of charge via the Internet at http://pubs.ac-
s.org.
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