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The virulence of many pathogens depends upon their ability to
cope with immune-generated nitric oxide (NO·). In Escherichia coli,
the major NO· detoxification systems are Hmp, an NO· dioxyge-
nase (NOD), and NorV, an NO· reductase (NOR). It is well estab-
lished that Hmp is the dominant system under aerobic conditions,
whereas NorV dominates anaerobic conditions; however, the quan-
titative contributions of these systems under the physiologically
relevant microaerobic regime remain ill defined. Here, we investi-
gated NO· detoxification in environments ranging from 0 to 50 μM
O2, and discovered a regime in which E. coli NO· defenses were
severely compromised, as well as conditions that exhibited oscilla-
tions in the concentration of NO·. Using an integrated computa-
tional and experimental approach, E. coli NO· detoxification was
found to be extremely impaired at low O2 due to a combination
of its inhibitory effects on NorV, Hmp, and translational activities,
whereas oscillations were found to result from a kinetic competition
for O2 between Hmp and respiratory cytochromes. Because at least
777 different bacterial species contain the genetic requirements of
this stress response oscillator, we hypothesize that such oscillatory
behavior could be a widespread phenomenon. In support of this
hypothesis, Pseudomonas aeruginosa, whose respiratory and NO·
response networks differ considerably from those of E. coli, was
found to exhibit analogous oscillations in lowO2 environments. This
work provides insight into how bacterial NO· defenses function un-
der the low O2 conditions that are likely to be encountered within
host environments.
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Nitric oxide (NO·) plays a critical role in mammalian innate
immunity as a potent antimicrobial (1–3), where its broad

reactivity contributes to a diverse repertoire of cytotoxic effects
including respiratory inhibition, thiol nitrosation, iron–sulfur clus-
ter ([Fe-S]) destruction, DNA deamination, and tyrosine nitration/
nitrosylation (4, 5). To cope with this stress, many pathogens har-
bor defenses to detoxify NO· and its reaction products, and repair
NO·-mediated damage to biomolecules (6, 7). Disruption of these
defenses has been shown to attenuate virulence in many patho-
genic species, such as Neisseria meningitides, Pseudomonas aerugi-
nosa, Yersinia pestis, Mycobacterium tuberculosis, Vibrio cholerae,
uropathogenic and enterohemorrhagic Escherichia coli (UPEC
and EHEC, respectively), Staphylococcus aureus, and Salmo-
nella enterica serovar Typhimurium (4, 6), which underscores
the importance of NO· to immune function and highlights micro-
bial NO· defense networks as a promising source of targets for the
development of next-generation antiinfectives (8). This potential
has inspired many investigations of bacterial NO· stress, from
which major defense systems, such as NO· dioxygenase (NOD) (9,
10) and NO· reductase (NOR) (11, 12), have been identified.
NODs are widely distributed among different bacterial species

(13) and provide protection from NO· under oxygenated con-
ditions by catalyzing the reaction between NO· and O2 to form
nitrate (9, 10). Although some studies have demonstrated that

NODs can detoxify NO· under anaerobic conditions using an
NOR function, the rate is orders of magnitude slower than the
O2-dependent reaction and the physiological relevance is a matter
of debate (14–17). In addition to an NOD, many bacteria also
possess a separate NOR, which functions optimally under anaer-
obic conditions and complements the O2-dependent function of
NOD (11, 12, 18, 19). The contributions of these systems to NO·
detoxification have been well studied under aerobic and anaerobic
conditions (9–12, 15, 16, 20–23), but how they coordinate to
remove NO· under the intermediate microaerobic regime is less
clear. The fact that O2 tensions in vivo span the entire anaerobic–
aerobic spectrum, with ∼120–200 μM dissolved O2 in the lungs,
∼50–130 μM in vasculature, ∼5–50 μM in tissue (muscle, liver,
kidney, lymphoid tissues), and ∼0–100 μM in the gastrointestinal
tract (24–29), underscores the importance of understanding bac-
terial NO· detoxification at all O2 levels.
In E. coli, several studies have examined NO· stress under

microaerobiosis (12, 30, 31). Gardner et al. (12) measured growth
of wild-type (WT), Δhmp, ΔnorV, and ΔhmpΔnorV E. coli in an
environment with ∼5 μM O2 and found that ΔhmpΔnorV was the
slowest to recover, which suggested that both defense enzymes
participate in NO· stress tolerance under low O2 conditions. Two
separate studies found that the duration of respiratory inhibition
and growth arrest by NO· was inversely proportional to [O2] in
E. coli cultures (measured down to ∼25 μM O2), although the
cause was uncertain, and was suspected to be the result of reduced
NO· autoxidation or decreased abundance of substrate (O2) to
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drive the Hmp NO· dioxygenation reaction (30, 31). Kinetic char-
acterizations of purified Hmp demonstrated that the rate of NO·
dioxygenation was reduced at lower [O2], which was attributed to its
relatively low affinity for O2 (measured Km,O2 values ranged from
∼25 to as high as 100 μM O2) (16, 32, 33). Although these studies
have provided initial insight into the influence of [O2] on bacterial
NO· defenses, they generally focused on the participation of only
one network component (namely Hmp), and they did not quantify
the distribution of NO· among the available consumption path-
ways at different [O2]. As such, there remains considerable un-
certainty regarding the quantitative contribution of NOD and
NOR to NO· detoxification within the microaerobic regime.
Here, we sought to investigate NO· stress in E. coli under low

[O2] environments, focusing on the quantitative trade-off be-
tween its NOD (Hmp) and NOR (NorV) throughout this regime.
To do this, we used a kinetic model to quantitatively characterize
E. coli NO· detoxification in environments with [O2] between
0 and 50 μM. Simulations predicted compromised NO· defenses
(increased time required to clear NO· from the culture) within
this range relative to 50 and 0 μM O2, and this was experimentally
confirmed, although the magnitude of the effect was under-
estimated by the initial predictions. Furthermore, [NO·] oscilla-
tions, which were not predicted a priori, were observed at 5 and
10 μM O2. Using an integrated computational and experimental
approach, NO· defenses were found to be considerably impaired by
decreased substrate (O2) abundance for Hmp, strong O2-mediated
suppression of NorV activity, and a general reduction in translation
rate at reduced [O2]. Computational dissection of the [NO·]
oscillations predicted that they were driven by an imbalanced
competition for O2 between Hmp and respiratory cytochromes,
the inhibitory effect of NO· on cytochrome quinol oxidase activity,
and the NO· detoxification function of Hmp. This hypothesized
mechanism was confirmed experimentally with biochemical mea-
surements (quantification of [NO·] and [O2]) from WT and ge-
netic mutants, Δhmp and ΔCYT (mutant devoid of cytochrome
bo, bd-I, and bd-II terminal quinol oxidases). Given the modest
genetic requirements of this stress response oscillator, 777 differ-
ent bacterial species cataloged in the Kyoto Encyclopedia of
Genes and Genomes (KEGG) database (34, 35) have the poten-
tial to produce oscillations when stressed with NO· in low O2
environments. To assess the generality of this native oscillator, we
chose one of those bacterial species, P. aeruginosa, and found that
it exhibited analogous oscillatory behavior when treated with NO·
under low O2 conditions. Collectively, this study reveals the exis-
tence of metabolic oscillations in bacterial stress response net-
works under physiologically relevant O2 conditions, quantifies the

trade-off between NOD and NOR in this regime, and provides a
compelling example of the utility of quantitative modeling in
mechanistic investigations of complex phenomena.

Results
NO· Detoxification in E. coli Cultures in Low [O2] Environments. To
begin exploring the dynamics of E. coli NO· detoxification at low
[O2], WT E. coli were grown in an O2-control glove box and
treated with 50 μM dipropylenetriamine (DPTA) (Z)-1-[N-(3-
aminopropyl)-N-(3-ammoniopropyl)amino]diazen-1-ium-1,2-diolate
(NONOate), which dissociates with a half-life of ∼2.5 h (at 37 °C
and pH 7.4) to release 2 mol of NO· per mol of parent compound.
The glove box environment was operated to maintain an atmo-
sphere of 5% or 0% (vol/vol) O2, which corresponded to 50 and
0 μM dissolved [O2], respectively (Materials and Methods). Under
50 μM O2 conditions, the addition of DPTA NONOate produced
a peak [NO·] of 0.57 ± 0.03 μM (mean ± SE) and NO· was
cleared from the culture by 0.118 ± 0.004 h postdose (tclear,NO·,
defined as the time after treatment at which [NO·] dropped below
0.2 μM NO·) (Fig. 1A). Under anaerobic conditions (0 μM O2),
the addition of DPTA NONOate yielded a higher [NO·] peak,
1.49 ± 0.04 μM, and a marginally longer tclear,NO· of 0.136 ± 0.009 h
(Fig. 1B). Using these data, we used a kinetic model of NO·
stress (36) to delineate the O2 concentrations between 0 and
50 μM that were most interesting for experimental investigation.
The model was constructed and used in previous studies (36–38),
where it was shown to be a valuable tool for quantitative,
mechanistic interrogation of the E. coli NO· defense network. A
complete list of biochemical species, kinetic parameters, and re-
actions in the model are presented in Datasets S1 and S2, and SI
Appendix, Table S1. Due to the different experimental conditions
used here, the model was trained on experimental [NO·] mea-
surements from 50 and 0 μM O2 environments, and a Markov
chain Monte Carlo (MCMC) procedure (39, 40) was used to
generate an ensemble of plausible models [defined as those
exhibiting an evidence ratio (ER) of less than 10] (SI Appendix,
Supporting Methods) that accounted for parametric uncertainty
and allowed the robustness of forward predictions to be assessed
(Dataset S3). Simulated [NO·] curves from the ensemble at 50 and
0 μM [O2] varied little and exhibited excellent agreement with ex-
perimental measurements of [NO·] in WT (Fig. 1 A and B), Δhmp,
and ΔnorV cultures (SI Appendix, Fig. S1), which gave confidence in
the predictive accuracy of the model for these conditions.
Simulations of NO· detoxification throughout the micro-

aerobic regime exhibited uncertainty in the 0–20 μM O2 range,

Fig. 1. Model training and prediction of NO· clear-
ance throughout the microaerobic regime. Exponen-
tial-phase cultures of wild-type (WT) E. coli at an OD600

of 0.05 were treated with 50 μM DPTA NONOate at
time t = 0 under conditions of (A) 50 μMO2 or (B) 0 μM
O2, and the [NO·] was measured (solid red line; mean
of three independent experiments, with light red
shading representing the SEM). The model was trained
on the measured [NO·] curves at 50 and 0 μM O2,
where simulations using the resulting optimal param-
eter set are plotted (dashed black lines). (C) NO·
treatment simulations were run for [O2] environments
ranging from 0 to 50 μM O2, from which the time of
clearance of NO· (tclear,NO·) was calculated (quan-
tified as the time required for [NO·] to drop below
0.2 μM NO·). (D) Predicted contribution of different
NO·-consuming pathways (transfer to the gas phase,
autoxidation, and the combination of Hmp- and NorV-
mediated detoxification) to the total cumulative de-
toxification of NO· up to time tclear,NO·. (E) Individual
contributions of Hmp and NorV to cumulative NO·
detoxification. Dashed lines are simulations using the best-fit (minimum SSR, or ER = 1) parameter set, where shading of similar color represents prediction
uncertainty (range of viable parameter sets with ER < 10). The O2 concentration corresponds to the concentration of dissolved O2 in cell-free media that was in
equilibrium with the atmosphere of the hypoxic chamber.
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where NO· was either cleared similarly across the entire regime
with mild inhibition between 10 and 20 μM O2 (∼3-fold increase
in tclear,NO· relative to clearance at 0 or 50 μM O2) or NO· de-
toxification was severely impaired (∼40- to 50-fold increase in
tclear,NO· relative to clearance at 0 or 50 μM O2, respectively)
with a maximum depression in clearance occurring at ∼0.3 μM
O2 (Fig. 1C). The optimal model predicted an effect between these
two extremes (∼15-fold increase in tclear,NO· relative to clearance at
0 or 50 μM O2), where the maximum depression in NO· de-
toxification existed at ∼1.5 μM O2. Using the ensemble of models
to dissect NO· consumption into its individual pathways up to
the time of NO· clearance, we found that the predicted contri-
bution of autoxidation to NO· clearance remained modest (<10%)
throughout the entire range of [O2] explored, whereas Hmp and
NorV were the dominant NO· consumption pathways (Fig. 1D).
Loss of NO· to the gas phase comprised the majority of the
remaining flux, where its maximum contribution was predicted to
occur under conditions where Hmp and NorV were least efficient
(∼1–15 μM O2). Inspection of individual Hmp and NorV partici-
pation revealed that Hmp was predicted to dominate NO· con-
sumption down to ∼0.2–13 μM O2, beyond which (and into
anaerobiosis) NorV functioned as the primary NO· sink (Fig. 1E).
Given these in silico predictions, and considering the 1 μM [O2]
resolution of the glove box O2 controller, we reasoned that ad-
ditional experiments performed at 5, 10, and 20 μM O2 would
resolve uncertainty and determine the extent to which micro-
aerobic environments impair NO· detoxification by E. coli.
NO· detoxification was measured in cultures of WT, Δhmp,

and ΔnorV after the addition of 50 μM DPTA NONOate in
environments of 5, 10, and 20 μM dissolved O2 (SI Appendix, Fig.
S2). Results showed that E. coli was extremely impaired in its
ability to remove NO· under microaerobic conditions, exceeding
the poorest NO· clearance dynamics predicted by the ensemble.
The time needed to clear NO· from the culture was measured to
be ∼20-fold (compared with the predicted maximum of ∼15-fold)
longer at 5 μM O2 (2.87 ± 0.08 h) than at 50 or 0 μM O2 (0.118 ±
0.004 and 0.136 ± 0.009 h, respectively) (Fig. 2 and SI Appendix,
Fig. S3). Another unpredicted behavior was the emergence of
oscillations in concentration of NO· at 5 and 10 μM O2. Oscil-
lations began shortly after the initial clearance of NO·, and were
damped, eventually stabilizing at ∼0 μM [NO·] by ∼1 h after the
initial clearance of NO· (Fig. 2 B and C).
We sought to understand the mechanisms underlying the unpre-

dicted severity of low O2 conditions on NO· detoxification and the
[NO·] oscillations that were observed. To begin, we considered the
possibility that the impairment in NO· defenses at 5 and 10 μM
arose from cell death. Both Hmp and NorV require reducing
equivalents to detoxify NO·, and if cells were dying it would manifest
as extended NO· clearance times. To assess this possibility, samples
were removed immediately before the addition of DPTA NONOate
and at various times after treatment, and plated on Luria–Bertani
(LB) agar to quantify colony-forming units (CFUs). The number of
CFUs did not decrease following NO· treatment (SI Appendix, Fig.
S4), eliminating cell death as a potential contributor to the poor
ability of E. coli to detoxify NO· at low O2 concentrations. In the
absence of a contribution from cell death, we assessed whether
model simulations and experimentally measured [NO·] dynamics
could be reconciled.

Reconciliation of Measured NO· Clearance Times with Model Simulations.
Initially, the 17 model parameters optimized on the WT [NO·]
curves at 0 and 50 μM were reoptimized to fit the [NO·] curves
from all measured [O2] conditions (0, 5, 10, 20, and 50 μM O2)
(Dataset S3). Although the simulated [NO·] profiles at the lower
[O2] conditions were greatly improved with the reoptimized pa-
rameter set, the model was unable to capture the [NO·] dynamics
at all of the conditions simultaneously, and specifically, the fit of
the [NO·] curve at 50 μM O2 was compromised (SI Appendix,
Fig. S5A). To quantitatively assess the quality of fit at each of
the conditions in a manner that was independent of absolute
[NO·] or the number of data points describing each curve, the

areas under the curve (AUCs) of each measured and simu-
lated [NO·] profile were calculated, AUCmeas and AUCmodel,
respectively, and the relative error (AUCRE) was evaluated:
AUCRE = jAUCmeas − AUCmodelj/AUCmeas. The fit at 50 μM
O2 was the poorest, with an AUCRE just over 2.0, or 200%
relative error.
The inability of the model to capture the measured [NO·] dy-

namics at the five different O2 conditions suggested that constrained
parameters, which were those not released during optimization,
could be incorrect. We considered this a possibility because pa-
rameter values obtained from the literature were not measured
under conditions identical to those used in this study. Alternatively,
the disagreement between simulations and measurements could
implicate a problem with the model structure itself (e.g., missing
reactions, incorrect rate equations). To assess whether the existing
model structure was sufficient to capture the [NO·] dynamics under
the different [O2] conditions, all cellular parameters were allowed to
vary within one order of magnitude, and the optimization was re-
peated. Despite the increased parametric flexibility, the model was
still unable to adequately capture all [NO·] curves, where only a
small improvement in performance at 50 μM O2 was achieved
(AUCRE decreased from 2.0 to 0.67), but at the expense of agree-
ment at 0 μMO2 (AUCRE increased from 0.10 to 0.24) (SI Appendix,
Fig. S5B). Furthermore, an assessment of the Akaike information
criterion (AIC) (Materials and Methods) suggested that the release
of the additional parameters for optimization was not justified by
the improvement to model performance, as the AIC was greater
when all cellular parameters were relaxed (SI Appendix, Table S2).
The inability of the model to capture the combined set of

[NO·] dynamics despite the release of all cellular parameters
suggested that a structural change to the model was necessary to
accurately describe the observed behavior. Given the noticeably
slower growth observed at 0, 5, and 10 μM O2 relative to growth
at 20 and 50 μM O2 (SI Appendix, Table S3), and the strong
association between growth rate and rate of protein synthesis
(41), we reasoned that the rate of translation was likely a func-
tion of [O2]. We therefore incorporated an [O2] dependency in
the rate equation for translation, where increased [O2] yielded a
faster rate of protein production, and vice versa. An optimization
was conducted of the original 17 parameters along with the
two additional parameters that were introduced with the new
[O2]-dependent translation rate equation (kact,O2 and KO2; see
Materials and Methods) (Dataset S3). The optimal parameter set
with the new model structure was able to capture the [NO·] dy-
namics at all measured [O2] conditions, with a low AUCER even
for the 50 μM O2 [NO·] curve (SI Appendix, Fig. S5C). In addi-
tion, the AIC was lower for the new parameter set relative to the
previous best fit, despite the penalty of including two additional
optimized parameters (SI Appendix, Table S2).
With the improved model performance, we sought to provide

direct experimental support for an [O2]-dependent translation
rate. Using the model, an experimentally tractable in silico ex-
periment was conducted whereby Hmp was replaced with GFP
to allow real-time monitoring of protein expression from the
Phmp promoter. NO· treatment of 50 μM DPTA NONOate was
simulated for conditions of 50, 10, and 5 μMO2, yielding predicted
[GFP] profiles. The original model predicted virtually identical
concentrations of GFP among the three O2 environments, whereas
the new model structure predicted an increasing rate of GFP
production with higher [O2] (SI Appendix, Fig. S6 A and B). When
the corresponding experiment was performed (Materials and
Methods), the measured [GFP] profiles (SI Appendix, Fig. S6C)
were in excellent agreement with those predicted by the model
possessing an [O2]-dependent translation rate, providing strong sup-
port for the inclusion of this term. To assess whether the effect was
specific to NO·-stressed conditions and/or the Phmp promoter, the
experiment was repeated in the absence of NO· treatment, and with
gfp under the control of an isopropyl β-D-1-thiogalactopyranoside
(IPTG)-inducible PT5 promoter. The same trend of increasing
GFP production with increasing [O2] (while maintaining a
constant 1 mM IPTG concentration) was observed (SI Appendix,
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Fig. S7), providing evidence that the effect was general, and not
specific to the NO· response.
Dissection of Oscillations in the NO· Detoxification Network at Low
[O2]. In addition to improving the model’s ability to capture the
[NO·] dynamics measured at each of the different O2 concen-
trations, implementation of an [O2]-dependent translation rate
resulted in the emergence of oscillations in the simulated [NO·]
curve at 5 μM O2 (SI Appendix, Fig. S5C). Although these simu-
lation results were encouraging, the oscillations were not quanti-
tatively accurate at 5 μM O2 (incorrect amplitude, phase, and
period), and they were absent from simulations at 10 μM O2. We
therefore sought to identify the network components responsible
for oscillations at 5 μM O2, and to determine whether any of the
parameters governing those processes were preventing oscillations
to occur in simulations at 10 μM O2. Using a reaction deletion
analysis (Materials and Methods), we identified the minimal set
of reactions necessary to sustain [NO·] oscillations at 5 μM
O2 (SI Appendix, Table S4). In addition to NO· delivery and
exchange of NO· and O2 with the gas phase, reactions contrib-
uting to the oscillations were those associated with Hmp and the
respiratory cytochromes (cytochromes bo, bd-I, and bd-II, abbre-
viated collectively here as CYT). Thus, the mechanism underlying
the oscillatory [NO·] dynamics was predicted to involve interac-
tions between the O2-consuming activity of Hmp and CYT, the
inhibitory effect of NO· on CYT, and NO· consumption by Hmp,
as illustrated in Fig. 3A.
The minimal network suggested that the value of one or more

parameters governing CYT and/or Hmp reactions was likely re-
sponsible for the absence of oscillations at 10 μM O2. Given that
many of the parameters governing Hmp activity were among those
being optimized, whereas the parameters dictating the inhibitory
binding of NO· to the cytochromes were obtained from literature
and thus fixed, the four parameters associated with the latter
process (kCYTbo,NO·-on, kCYTbd,NO·-on, Km,CYTbo,O2, and Km,CYTbd,O2)
were relaxed and allowed to vary along with the previous set of
19 parameters in an attempt to capture the [NO·] oscillations at
both 5 and 10 μM O2 conditions (Dataset S3). The results of the
optimization revealed that the simulated [NO·] curves were now
oscillating at 10 μM O2, and the AIC had decreased (SI Appendix,
Table S2), indicating that the improvement in sum of the squared
residuals (SSR) outweighed the penalty of including additional pa-
rameters in the optimization (SI Appendix, Fig. S5D).

Experimental Confirmation of the Predicted Oscillatory Mechanism.
At this stage, the optimized model captured the dynamics of
[NO·] under five different [O2] environments (0, 5, 10, 20, and
50 μM O2), exhibited oscillations in [NO·] at 5 and 10 μM O2,
and suggested a mechanism involving Hmp and CYT underlying
the oscillatory behavior. To experimentally assess the predicted
mechanism, we analyzed the system dynamics. Simulations sug-
gested that oscillations should be present in the [O2] curve at a
similar time as, but out of phase with, the [NO·] oscillations
([NO·] depletes, then [O2] decreases; Fig. 3B). In addition, we
observed in silico that the oscillations could be eliminated
through genetic deletion of either hmp or the cytochrome quinol
oxidases (Fig. 3B). Each of these three predictions was experi-
mentally tractable, and therefore evaluated.
The NO· treatment assay was repeated at 10 μM O2 condi-

tions, and [O2] was monitored along with [NO·]. In agreement
with the model-predicted dynamics, oscillations were observed in
[O2] that were appropriately out of phase with those of [NO·]
(Fig. 3C). To assess the prediction that deletion of hmp would
eliminate [NO·] oscillations following clearance, [NO·] was

Fig. 2. Comparison of predicted and measured tclear,NO· and [NO•] at dif-
ferent [O2]. (A) Cultures of WT E. coli (OD600 = 0.05) were treated with 50 μM
DPTA NONOate at 50, 20, 10, 5, and 0 μM [O2], and the tclear,NO· (corre-
sponding to initial NO· clearance, in the case of oscillations) was determined
(open circles), and compared with the corresponding model-predicted tclear,NO·
(dashed black line). The measured data points are the mean of at least
three independent experiments, with error bars representing the SEM, and
the predicted tclear,NO· was obtained using the best-fit parameter set (from
the initial optimization on [NO·] measured at 0 and 50 μM O2), where gray
shading represents prediction uncertainty (range of viable parameter sets
with ER < 10). The [NO·] curves measured at (B) 5 μM O2 and (C) 10 μM O2

(solid red line) are shown with the corresponding predicted [NO·] for those
O2 concentrations (dashed black line). The measured [NO·] curves were
obtained from a single experiment that is representative of at least three
independent experiments (the results of which are presented in SI Appendix,
Fig. S13 A and C); the mean [NO·] was not presented because small deviations

in phase and/or period among replicates, when averaged, obscured the os-
cillatory dynamics. The predicted [NO·] curves were obtained using the best-
fit parameter set, with gray shading representing prediction uncertainty
(range of viable parameter sets with ER < 10).
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monitored in a Δhmp culture at 10 μM O2. As predicted, oscil-
lations were not present in the Δhmp [NO·], although clearance
was faster than expected (Fig. 3C). The quantitative disagree-
ment between simulations and experiments at longer times
(beyond ∼4 h posttreatment) is likely the result of model pa-
rameters having been trained on the first ∼2.5 h of treatment at
10 μM O2, which may render extrapolations to long times, such
as 15 h, less accurate. Removal of the CYT arm of the proposed
oscillatory mechanism was achieved by deleting all E. coli cyto-
chrome quinol oxidases (ΔcyoAΔappBΔcydB; ΔCYT) (Materials
and Methods). Measurements of [NO·] in a ΔCYT culture were
in excellent agreement with simulations, including an elimination
of oscillations (Fig. 3C). Experimental confirmation of model-
predicted [O2] dynamics, as well as the impact of Δhmp and
ΔCYT deletions, collectively support the proposed mechanism
responsible for the [NO·] oscillations.
After confirming the predicted oscillating subnetwork, we in-

vestigated differences observed between model and experiment
in the period, amplitude, and dampening of the [NO·] oscilla-
tions (Fig. 3 B and C). The rapid changes in physiology during
the oscillations are likely to be complex and difficult to predict

given the parsimonious reaction rate equations used here for
transcription and translation. One such effect could be periodic
bursts in protein synthesis (e.g., Hmp, NorV) during the brief
periods of respiratory relief, which could quickly shift the pro-
teome and influence the rate of NO· detoxification. To de-
termine whether translation during the oscillatory period was
contributing to the [NO·] dynamics, NO· treatment assays were
performed with the addition of chloramphenicol (CAM) to halt
translation before the start of oscillations (Materials and Methods).
Oscillations were again observed; however, the amplitudes were
increased and the damping was largely reduced in CAM-treated
cultures compared with untreated controls (SI Appendix, Fig. S8).
To assess the ability of the model to capture the dynamics of the
[NO·] oscillations without the effect of complex translational
dynamics during the oscillatory period, the 23 model parameters
previously optimized to capture the dynamics at all [O2] concen-
trations were released to fit the measured CAM-treated WT
[NO·] curve at 10 μM O2 (Dataset S3). CAM treatment was
simulated by setting the translation rate to zero at the time of NO·
clearance (1.5 h postdose). For comparison, the same optimiza-
tion was performed on the WT [NO·] curve at 10 μM O2 without

Fig. 3. Experimental validation of the predicted oscillatory mechanism. (A, Top) Graphical representation of the oscillatory network, where O2 drives Hmp-
mediated dioxygenation of NO·, and NO· inhibits CYT reduction of O2. Depiction of how genetic mutants (Middle) Δhmp and (Bottom) ΔCYT impacted the
oscillatory network. (B) Predictions and (C) corresponding measurements of (Top) [NO·] and [O2] following treatment of WT E. coli culture with 50 μM DPTA
NONOate under a 10 μM O2 environment, showing the region near initial [NO·] clearance (∼1.5 h after DPTA NONOate treatment) when the oscillations
begin. Vertical gray bars are to aid visualization of the phase offset between [NO·] and [O2] oscillations, where NO· is depleted first, and then [O2] drops
rapidly. (Middle) [NO·] following treatment of WT and Δhmp cultures with 50 μM DPTA NONOate at 10 μM O2, demonstrating the loss of oscillations for
Δhmp. (Bottom) [NO·] following treatment of WT and ΔCYT cultures with 50 μM DPTA NONOate at 10 μM O2 (WT culture pH was adjusted to match
conditions of ΔCYT; Materials and Methods), demonstrating the elimination of oscillations for ΔCYT. Experimental measurements are the mean of at least
three independent experiments, with shading representing the SEM, except for WT [NO·] in the Middle and Bottom, which are representative of at least
three independent experiments (the results of which are presented in SI Appendix, Fig. S13 A and D, respectively). Simulations were run using the best-fit
parameter set (from optimization “stage 4”), with shading representing prediction uncertainty (range of viable parameter sets with ER < 10).
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CAM addition (SI Appendix, Fig. S8A). The model was able to
capture the measured [NO·] dynamics for CAM-treated cultures
far more accurately than those that retained translational activity
during the oscillatory period, including much improved agreement
in the period, amplitude, and rate of damping (SI Appendix,
Fig. S8).

Oscillations in the NO· Response Network of Pseudomonas aeruginosa.
Given that the metabolic stress response oscillator discovered here
genetically requires only the co-occurrence of NOD and CYT
activities, we performed a bioinformatics analysis of the KEGG
database (34, 35). We found that 777 different bacterial species
harbor both NOD and CYT functions, and thereby have the ca-
pacity to exhibit oscillatory behavior analogous to that of E. coli.
To provide experimental evidence that the oscillator can be found
in diverse species, we chose to analyze the [NO·] dynamics of
P. aeruginosa cultures under low O2 conditions. P. aeruginosa
possesses an NOD [flavohemoprotein (Fhp)] and O2-consuming
cytochromes, but the network differs considerably from that of
E. coli because the Fhp sequence and structure are largely distinct
from that of Hmp (<50% amino acid similarity) (42), P. aeruginosa
is denitrifying (43, 44), and encodes five aerobic terminal oxidases
(Cyo, CIO, Cbb3-1, Cbb3-2, and Aa3) that differ in function
(Cbb3-1, Cbb3-2, and Aa3 are cytochrome c oxidases), kinetics,
and regulation from the three in E. coli (45).
Initially, we investigated NO· detoxification dynamics of

P. aeruginosa at 10 μM O2. Assay conditions were identical to
those for E. coli, except cells were grown in basal salts media
(BSM) with 15 mM succinate, a minimal media commonly used for
P. aeruginosa (46, 47), rather than MOPS [3-(N-morpholino)pro-
panesulfonic acid] media with 10 mM glucose, which was used
for experiments with E. coli. Treatment with 50 μM DPTA
NONOate yielded an [NO·] curve with a substantially higher
peak (9.3 ± 0.5 μM) than was observed for E. coli (3.5 ± 0.1 μM)
under the same O2 environment, which can be attributed to the
lower pH in BSM compared with MOPS media (7.0 and 7.4, re-
spectively) (SI Appendix, Fig. S9). Although no oscillations were
observed for 10 μM O2 conditions, the faster rate of O2 consump-
tion exhibited by P. aeruginosa relative to E. coli (SI Appendix,
Fig. S10) suggested that increasing the O2 concentration may
yield oscillatory behavior. The P. aeruginosa NO· treatment as-
say was therefore repeated at 50 μM O2, and NO· oscillations
were observed (Fig. 4). Analogous to experiments with E. coli,
the [O2] exhibited oscillations that were out of phase with those
of [NO·] (Fig. 4). These data, which were collected from a bac-
terial species that is considerably distinct from E. coli, in media
that supports a polar-opposite functioning of central metabolism
than that used with E. coli (gluconeogenic compared with glyco-
lytic), provides evidence that the stress response metabolic oscil-
lations described here are broadly distributed.

Experimental Confirmation of Predicted [NO·] Dynamics Within the
0–5 μM O2 Regime. Upon demonstration that model simulations
were in quantitative agreement with measured [NO·] dynamics in
environments with 0, 5, 10, 20, and 50 μM O2, and the oscillatory
behavior could be captured, we sought to evaluate the predictive
accuracy of the model. Using the ensemble of models that cap-
tured the data with ER < 10, NO· treatment simulations were
conducted under [O2] ranging from 0 to 50 μM to update the
original predictions (Fig. 1C) of tclear,NO·. The simulations exhibited
tclear,NO· values that were in excellent agreement with mea-
surements, with a drastic reduction in prediction uncertainty (Fig.
5A). The revised predictions estimated a maximum tclear,NO· oc-
curring within the 0–5 μMO2 regime, peaking at ∼1 μMO2 with a
∼40-fold increase over the tclear,NO· at 0 or 50 μM O2. In addition,
the model predicted that [NO·] oscillations would be present for
environments with [O2] as low as 3 μM, but not conditions where
O2 ≤ 2.5 μM. To experimentally assess predictions within this O2
regime of maximum NO· defense impairment, an NO· treatment
assay was conducted at 2.5 μMO2 (±0.5 μM; instrument precision),
in the center of the 0–5 μM regime. The measured [NO·] curve

was in excellent quantitative agreement with predictions, with an
NO· clearance time of 4.0 ± 0.2 h (predicted 3.9–4.6 h for 2.0–
3.0 μMO2), including the loss of [NO·] oscillations at this O2 level
(Fig. 5B).

Analysis of NO· Flux Distributions Under Microaerobic Conditions.
After confirming the predictive accuracy of the revised model,
we explored the underlying distribution of NO· consumption as
a function of [O2]. The cumulative distribution of NO· among
each of the major pathways (up to tclear,NO·) was calculated using
the ensemble of models with ER < 10 for [O2] spanning 0–50 μM
(Fig. 5 C and D). The contribution of autoxidation remained
relatively minor, accounting for a maximum of 8.7% of the total
NO· consumption at ∼20 μM O2 (Fig. 5C). Escape of NO· to
the gas phase peaked at 2.8 μM O2 to account for ∼60% of the
NO· consumed, and roughly aligned with a minimum in the
combined participation of Hmp and NorV, which accounted for
∼36% of NO· detoxification at that O2 concentration. NorV-
mediated NO· detoxification fell sharply with increasing [O2]
and was surpassed by the Hmp contribution at [O2] > 1.0 μM
(Fig. 5D). Above 13 μM O2, Hmp-mediated NO· clearance
exceeded that of gas phase transfer and became the dominant
NO· consumption pathway, accounting for over 50% of NO·
consumption for [O2] > 17 μM.

Discussion
The variability of in vivo O2 tension and its impact on bacterial
pathogenesis is illustrated by pathogens whose virulence factors
are regulated by O2 [e.g., Shigella flexneri increases expression of

Fig. 4. [NO·] and [O2] oscillations in the P. aeruginosa NO· response net-
work. P. aeruginosa in BSM plus 15 mM succinate media at an OD600 of 0.05
was treated with 50 μM DPTA NONOate in an environment of 50 μM O2, and
the resulting concentrations of NO· and O2 were measured. The Inset shows
a zoomed-in region of oscillatory behavior occurring shortly after the initial
NO· clearance. Shaded gray regions are shown to visualize the relief of
respiratory inhibition and the phase offset between [NO·] and [O2] oscilla-
tions, where NO· is depleted and then [O2] drops rapidly. The data are
representative of three independent experiments, the results of which are
presented in SI Appendix, Fig. S13 E and F.
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its type III secretion system with decreasing [O2] (48)], as well as
studies demonstrating attenuated virulence for pathogens lack-
ing machinery optimized for a specific O2 regime [e.g., enter-
ohemorrhagic E. coli lacking aerobic, microaerobic, or anaerobic
respiratory pathways exhibited impaired colonization of mouse
intestines relative to the WT (49)] (50). As such, understanding
how the major bacterial NO· detoxification systems function and
interact within the microaerobic regime is critical.
Although NOD and NOR dynamics have been well charac-

terized under aerobic and anaerobic conditions (9–12, 15, 16,
20–23), their behavior is less clear for [O2] lying between these
extremes. Previous studies have provided some information on
how [O2] impacts bacterial NO· stress (12, 16, 30, 31, 51–53).
For example, an increase in the duration of NO·-mediated re-
spiratory inhibition with decreasing [O2] was observed in E. coli
(30, 31) and Mycobacterium bovis (51), but the cause was either
left unexplored, or assumed to be the result of less available
reactant (O2) to drive autoxidation or NOD-mediated NO· de-
toxification. More recently, [NO·] measurements in cultures of
Campylobacter jejuni (52) demonstrated reduced NO· clearance
at low aeration rates relative to more O2-rich conditions, and the
effect was attributed to lower transcriptional induction of cgb,
which encodes for a single-domain hemoglobin known to protect
C. jejuni from NO· stress in the presence of O2 (54). Beyond
these initial findings, previous studies did not quantify the dis-
tribution of NO· among its reaction pathways, leaving the con-
tributions of NOD, NOR, autoxidation, gas phase transport, and
other potentially important network components uncertain. To
obtain a more quantitative understanding of bacterial NO· de-
fenses under microaerobic conditions, we combined a computa-
tional approach with experimentation conducted in environments
with precisely controlled O2 tensions.
Here, we demonstrated that E. coli NO· defenses are greatly

impaired at low [O2], exhibiting a ∼30-fold increase in NO· clear-
ance time compared with anaerobic and aerobic conditions for the
same bolus of DPTA NONOate. A model-facilitated analysis of the
distribution of NO· consumption within this regime suggested that
a steep drop in NorV contribution with increasing [O2], combined
with impaired translational and Hmp activities at low [O2],
was producing a suboptimal overlap of these two detoxification
systems, resulting in up to a ∼60% loss in their combined NO·
detoxification activity (relative to their activity at 0 and 50 μMO2).
In addition, we discovered that, at low [O2] conditions, the con-
centrations of NO· and O2 oscillated. In a previous study by

Mukhopadhyay et al. (55), oscillations in norV mRNA transcript
levels with a period of ∼0.75–1.5 h were observed in aerobic E. coli
cultures treated with acidified nitrite (an NO·-releasing mixture).
Other than finding that the oscillations were absent in anaerobic
environments, the mRNA oscillations were not further investi-
gated by the authors. The oscillations discovered here were met-
abolic (NO· and O2), and using a model-guided approach, we
dissected these oscillations and found that NOD and CYT were
the essential genetic determinants for oscillatory behavior. The
relatively modest requirements for oscillations in this stress re-
sponse network extend its significance beyond E. coli, as any
bacterial species possessing an NOD and O2-consuming cyto-
chrome quinol oxidases could potentially exhibit this behavior.
Indeed, a bioinformatics analysis of the KEGG database (34, 35)
identified 777 bacterial species (spanning 327 genera and 18
phyla) that possessed both NOD and O2-consuming cytochrome
quinol oxidase activity (Dataset S4), and we selected one of these
species, P. aeruginosa, and found that it exhibited analogous os-
cillations to those found in E. coli.
The present study provides quantitative insight into E. coli

NO· detoxification under physiologically relevant O2 tensions
that pathogens are likely to encounter within the host. Better
understanding of bacterial NO· response networks and their
vulnerabilities under physiologically relevant conditions will
provide knowledge that could reveal strategies to disrupt these
defenses, and thereby facilitate the development of a new class
of antiinfectives that could help alleviate the rising threat of
antibiotic resistance.

Materials and Methods
Bacterial Strains. E. coli K-12 MG1655 and P. aeruginosa PAO1 were used in
this study. The Δhmp::kanR and ΔnorV::kanR E. coli mutants were con-
structed via P1 transduction of the mutation from the corresponding strain
in the Keio Collection (56). To construct the O2 respiration-null mutant ΔCYT
(ΔcyoAΔappBΔcydB::kanR), the ΔcyoA::kanR mutation was first P1 trans-
duced into the E. coli K-12 MG1655 background. The kanR resistance cas-
sette, flanked by FLP recognition target (FRT) sites, was cured from the
mutant by expressing FLP from the pCP20 plasmid (57), after which the
ΔappB::kanR mutation was P1 transduced into the cured strain to yield
the ΔcyoAΔappB::kanR double mutant. This process was repeated once more
with the ΔcydB::kanR mutation to generate the ΔCYT triple mutant. Con-
sumption of O2 in ΔCYT cultures was measured and confirmed to be neg-
ligible (SI Appendix, Fig. S11). All mutations were confirmed with colony
PCR, using two sets of primers for verification (SI Appendix, Table S5).

Fig. 5. Revised predictions of tclear,NO· and NO·
consumption distribution as a function of [O2]. Using
the updated model structure (with an [O2]-dependent
translation rate) with parameters trained onWT [NO·]
curves measured at 0, 5, 10, 20, and 50 μM O2 (opti-
mization “stage 4”), 50 μM DPTA NONOate treatment
was simulated for WT E. coli under [O2] ranging from
0 to 50 μM. (A) The resulting tclear,NO· was predicted
(dashed black line) and compared with experimental
measurements (open circles; mean of at least three
independent experiments with error bars representing
the SEM). (B) Comparison of predicted and measured
[NO·] at 2.5 ± 0.5 μM O2. The dashed black line rep-
resents the simulation at 2.5 μM O2 using the best-fit
parameter set, where the dark gray shading (too nar-
row to see) represents prediction uncertainty (range of
viable parameter sets with ER < 10) at 2.5 μM O2, and
light gray shading represents the range of simulation
results for [O2] conditions spanning 2–3 μM O2, to ac-
count for the ±0.5 μM O2 experimental uncertainty in
the hypoxic chamber O2 meter. The experimental data
(solid red line) are mean of three independent ex-
periments, with light red shading representing the SEM. (C ) Predicted distribution of cumulative NO· detoxification (up to time tclear,NO·) for transfer to
the gas phase, autoxidation, and combined Hmp- and NorV-mediated detoxification. (D) Individual contributions of Hmp and NorV to cumulative NO·
detoxification. Predictions (dashed lines) were obtained using the best-fit parameter set, with shading (which is very small) representing prediction
uncertainty (range of viable parameter sets with ER < 10).
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Plasmids. The Phmp-gfp and IPTG-inducible PT5-gfp plasmids were constructed
in a previous study (36). Briefly, the Phmp-gfp plasmid possesses a SC101 or-
igin of replication (low copy) and a kanR resistance marker obtained from
pUA66 (58), and the Phmp promoter (250 nt immediately upstream of the
hmp start codon) followed by the gfp coding sequence. The PT5-gfp plasmid
also possesses the SC101 origin of replication and kanR marker, as well as
lacIq and IPTG-inducible PT5 promoter transferred from pQE-80L (Qiagen),
with gfp expressed from PT5.

Chemicals and Growth Media. Growth media used in this study was LB Broth
(BD Difco), MOPS minimal media (Teknova) with 10 mM glucose as the
sole carbon source for E. coli (abbreviated here as “MOPS media”), and
BSM minimal media with 15 mM succinate as the sole carbon source for
P. aeruginosa. Delivery of NO· was achieved using the chemical donor
DPTA NONOate (Cayman Chemical), which releases two NO· molecules
per parent compound. Antibiotics used were kanamycin (30 μg/mL) and CAM
(100 μg/mL) (Fisher Scientific).

NO· Treatment Assays. A frozen −80 °C stock of E. coliwas used to inoculate 1
mL of LB media in a 14-mL glass test tube, and was grown for 4 h at 37 °C
and 250 rpm. A test tube containing 1 mL of fresh MOPS media was in-
oculated with 10 μL of the LB pregrowth culture, and was transferred to an
incubated shaker within a hypoxic chamber (where all subsequent steps
took place) to grow overnight (16 h) at 37 °C and 200 rpm. The overnight
culture was used to inoculate 20 mL of fresh MOPS media (equilibrated with
the chamber atmosphere overnight) in a 250-mL baffled shake flask to an
initial OD600 of 0.01, and grown at 37 °C and 200 rpm. When the flask cul-
ture reached an OD600 of 0.2 (±0.02), an aliquot was quickly transferred to a
bioreactor containing 10 mL of prewarmed (37 °C) MOPS media, from which
an appropriate volume was discarded immediately before culture addition,
such that the final volume and OD600 of the bioreactor culture was 10 mL and
0.05, respectively. Immediately after inoculation, the bioreactor culture was
treated with 50 μM DPTA NONOate, and the concentration of NO· and/or O2

was monitored continuously (≥1 reads per s) for the duration of the assay.
The assay procedure was similar for P. aeruginosa, with a few notable

differences. PAO1 cells from a −80 °C were used to inoculate 1 mL of LB
media, which was grown overnight (16 h) in a hypoxic chamber at 37 °C and
200 rpm. In a 250-mL baffled shake flask, 20 mL of BSM plus 15 mM succinate
was inoculated with 200 μL of the overnight LB culture, and was grown to
midexponential phase (OD600 = 0.2) before harvesting cells for DPTA
NONOate treatment (which was also conducted in BSM plus succinate media).

NO· and O2 Concentration Measurements. [NO·] in the culture was measured
using an ISO-NOP NO· sensor (World Precision Instruments) suspended
∼5 mm below the surface of the stirred bioreactor culture. The NO· probe
was calibrated daily according to the manufacturer’s instructions before
measurements. Briefly, the NO· probe tip was suspended in a stirred 10-mL
solution of 0.1 M H2SO4 with 0.1 M KI in the bioreactor, and increasing
volumes of an aqueous nitrite standard (Fisher) were added to spontane-
ously generate NO· in 1:1 molar ratio. The resulting signal was used to
generate a calibration curve facilitating conversion between probe signal (in
picoamperes) and [NO·] (in micromolar concentration).

Dissolved [O2] in the culture was measured using the fiber-optic Fire-
StingO2 robust miniprobe from PyroScience, also suspended ∼5 mm below
the surface of the stirred culture in the bioreactor. A temperature probe
(PyroScience) was suspended in the water bath to automatically account for
any temperature fluctuations. The O2 sensor was calibrated by allowing the
signal to stabilize in cell-free media while the chamber was open to the
atmosphere, to obtain the air-saturated reading. The air-saturated [O2] for
cell-free media (MOPS with 10 mM glucose or BSM with 15 mM succinate)
was measured to be identical to that of deionized water at the same con-
ditions (37 °C), and was thus set to 210 μM O2 (59). The factory-set value was
used for the zero-point (0% O2) reading, as it was confirmed to be accurate
when the chamber environment was anaerobic.

Cell Viability Measurements. CFUs were quantified before and during NO·
stress at 5 and 10 μMO2 conditions to assess whether a significant fraction of
the cells were dying. A 10-μL sample was removed from the bioreactor im-
mediately before DPTA NONOate treatment, and every half hour or every
hour after treatment for 10 or 5 μMO2 conditions, respectively, for a total of
four samples. Each 10-μL aliquot was serially diluted in 1× PBS, delivered in
10-μL spots onto LB plus agar plates, and incubated overnight (16 h) aero-
bically at 37 °C. Individual colonies were counted the following day to de-
termine the number of CFUs per milliliter at each time point.

Translation Rate Quantification. The rate of translation was quantified by
production of GFP via fluorescence measurements. Plasmids possessing gfp
under control of the Phmp promoter or IPTG-inducible PT5 promoter were
constructed in a previous study (36), and transformed into Δhmp E. coli. The
Phmp-gfp transformants were grown identically as described for the NO·
treatment assay, dosed with 50 μM DPTA NONOate at 50, 10, and 5 μM O2,
and 200-μL samples were removed every 30 min for 2 h to quantify GFP
fluorescence (485-nm excitation, 515-nm emission). The procedure was
identical for the PT5-gfp transformants, except the culture was induced with
1 mM IPTG instead of treating with DPTA NONOate. Because cells were
growing in the absence of DPTA NONOate treatment, samples were diluted
with fresh MOPS media just before fluorescence measurements to maintain
a constant OD600 of 0.05.

ΔCYT NO· Treatment Assay. An in silico deletion of all cytochromes in the
model was accomplished by fixing their concentrations to zero, and NO·
treatment was simulated. The resulting [NO·] curve revealed a slightly faster
NO· clearance in the cytochrome-deficient mutant compared with the WT,
as well as an elimination of the [NO·] oscillations (SI Appendix, Fig. S12). To
confirm the prediction experimentally, essential subunits of cytochrome bo,
bd-I, and bd-II terminal oxidases (cyoA, cydB, and appB) were deleted to
generate an O2 respiration-null mutant (ΔCYT). A ΔCYT culture was treated
with 50 μM DPTA NONOate, and the resulting [NO·] curve revealed an
elimination of the oscillations, as predicted by the model. However, the peak
NO· concentration and clearance time were greater than that of the WT
culture. A measurement of the culture pH at the time of dose revealed that
the ΔCYT cells had acidified the media from a pH of 7.4 (exhibited by cell-
free and WT cultures in the presence of O2) to a pH of ∼7.1, which increases
the dissociation rate (NO· release rate) of DPTA NONOate. The experiment
was thus repeated with WT E. coli, but the culture pH was adjusted to 7.1
with 2 M HCl immediately before DPTA NONOate treatment to replicate the
media conditions of the ΔCYT cells. The resulting pH-adjusted WT [NO·]
curve exhibited a peak height and clearance time more similar to that of
ΔCYT culture, confirming reduced pH as the source of the influence. To
reproduce this effect in the model, the DPTA NONOate release rate was
increased until the simulated WT NO· clearance time matched that of the
pH-adjusted WT measurements (∼2 h). Using this more accurate DPTA
NONOate release rate, NO· treatment was simulated for the ΔCYT mutant
for comparison with the pH-adjusted WT conditions.

Hypoxic Chamber. All assays in this study were conducted within a vinyl
hypoxic chamber with an anaerobic upgrade that was purchased from Coy
Laboratory Products. The chamber environment for microaerobic experi-
ments was maintained at the specified O2 concentration to within ±0.05%O2

(approximately ±0.5 μM dissolved O2 in the culture media), with ∼2,000 ppm
(0.2%) CO2, and the balance N2. For anaerobic experiments, a palladium
catalyst (Coy Laboratory Products) was placed in the chamber to eliminate
trace O2 by reacting with H2 gas, which was maintained at a level of ∼2.0%,
with 0.2% CO2 and the balance N2. The environmental O2 concentrations
reported in the text refer to the concentration of dissolved O2 in cell-free
media that was in equilibrium with the atmosphere of the hypoxic chamber
(concentration after >24 h of exposure to atmosphere).

Model Construction and Simulation. The E. coli NO· model was constructed
(37) and further developed (36, 38) in previous studies. Briefly, the model is
comprised of a system of ordinary differential equations (ODEs) describing
the change in concentration of biochemical species (C) as a function of in-
tensive reaction rates (rI) and reaction stoichiometries (Ŝ):

dC
dt

= Ŝ · r I . [1]

Reaction rates are a function of species concentrations and kinetic parameters,
which were either derived from existing literature, or estimated from exper-
imental measurements in this study. A complete list of all species, reactions,
and kinetic parameters in the model is provided in Datasets S1 and S2, and SI
Appendix, Table S1. Furthermore, an SBML version of this model was de-
posited in BioModels (60) and assigned the identifier MODEL1601140000. To
facilitate experimental parameterization and validation of the model, the
system was partitioned into intracellular and extracellular (growth media)
compartments, assuming rapid diffusion of O2 and NO· across the cell mem-
brane (61, 62) (SI Appendix, Supporting Methods). Simulations were run by
numerically integrating the system of ODEs in MATLAB R2014b (The Math-
Works) using the ode15s function.
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Model simulations and analyses were conducted on a Dell OptiPlex 780
desktop workstation with an Intel Core 2 Quad CPU processor at 2.66 GHz.
Longer computations, such as parameter optimizations and MCMC para-
metric analyses, were run on the Princeton Adroit compute cluster, an eight-
node Beowulf cluster with twenty 2.50-GHz Intel Ivy Bridge processors and 64-
GB RAM per node.

Incorporation of [O2] Term in Translation Rate. The rate of protein production
in the model was a function of the concentration of the associated mRNA
transcripts:

d½Protein�
dt

= ktranslate½mRNA�− kdeg
�
Protein

�
, [2]

where “Protein” is either Hmp, NorV, or NrfA, and “mRNA” is the encoding
mRNA (mRNAhmp, mRNAnorV, mRNAnrfA, respectively), and the form of the
equation assumes that ribosomes are not limiting. An [O2] dependency was
introduced into the rate equation such that increased [O2] resulted in an in-
creased translation rate, the effect saturated at high [O2] (dictated by the
added KO2 term), and the rate of translation was nonzero when [O2] was zero:

d½Protein�
dt

= ktranslate½mRNA�
�
1+

kact,O2
½O2�

KO2 + ½O2�
�
− kdeg

�
Protein

�
. [3]

Quantification of Relative Model Quality. The error of a simulated [NO·] curve
relative to the corresponding experiment ([NO·]sim and [NO·]meas, re-
spectively) was quantified with the SSR between the two datasets:

SSR=
Xn
i=1

�
½NO•�i,meas − ½NO•�i,sim

�2
. [4]

The SSR was normalized (SSR′) by the experimental variance in [NO·] at each
time point:

SSR′=
Xn
i=1

�
½NO•�i,meas − ½NO•�i,sim

�2

σ2i
. [5]

However, for analyses and optimizations involving oscillatory [NO·] dy-
namics, the SSR was not normalized, as small shifts in the phase of oscilla-
tions greatly increased the variance among experimental replicates within
the oscillatory region of [NO·] curves.

The AIC (63) was used to quantitatively assess the relative quality of fit
among models (differing in parameter values and/or reaction network
structure) (40), which is a standard method that accounts for model–data
agreement and parametric complexity to minimize underfitting or over-
fitting of the data (64). For a given model i, the AIC was calculated (64) using
the following equation:

AICi =n ln
�
SSRi

n

�
+ 2k, [6]

where n is the number of experimental data points, and k is the number of
parameters fit to experimental data plus one, to account for the estimation
of SSR (64). To account for the relatively small sample sizes that were at
times encountered in this study [i.e., approaching less than ∼40 data points
per varied parameter (64)], the corrected AIC (AICc) (65) was used (64):

AICc,i =AICi +
2kðk+ 1Þ
n− k− 1

. [7]

References to “AIC” in the present study refer to this corrected form (AICc).
The Akaike weight (or weight of evidence, w) of each model in a set of M
models was calculated from the AICc values (64):

wi =
expð−Δi=2ÞXM

i=1

expð−Δi=2Þ
, [8]

where Δi = AICc,i – min(AICc). Using the Akaike weight of each model, their
corresponding ERs were determined (66):

ERi =
wbest

wi
, [9]

where wbest is the weight of the best-fit (lowest AIC) model. The ER, which
represents the likelihood of each model relative to the best-fit model (66),
was used to quantitatively compare models during the MCMC parametric
exploration process, where models with an ER ≥ 10 were considered non-
viable (SI Appendix, Supporting Methods) (40).

Parameter Optimization. Optimization of model parameters was accomplished
using the MATLAB lsqcurvefit function, where specified parameters were
allowed to vary within set bounds to minimize the SSR between simulated and
experimentally measured data. Given the often high dimensionality and non-
convex nature of the optimizations conducted in the present study, each
minimization process was repeated 2,000 times with random initial parameter
values to improve coverage of the parameter space. In some cases, the viable
parameter space was further explored by subsequently using an out-of-equi-
librium adaptive Metropolis MCMC method (39) to identify additional param-
eter sets with similar or improved quality of fit compared with those identified
from the initial optimization (SI Appendix, Supporting Methods). The relative
quality of fit of the different parameter sets was evaluated using AIC, where
optimized parameter sets were ranked according to their ER. The best pa-
rameter set (associated with the minimal SSR, and an ER = 1), as well as those
exhibiting an ER less than 10 (i.e., at least 10% as likely as the optimal set), were
retained as the viable parameter sets for that particular optimization.

Bioinformatic Analysis of KEGG Database. To estimate the number and di-
versity of bacterial species possessing NOD and O2-consuming cytochrome
oxidoreductase activity, the KEGG database (34, 35) was searched for all
unique bacterial species known to possess a NOD (EC 1.14.12.17) and either
cytochrome bo or bd quinol oxidase (EC 1.10.3.-). The search yielded 485
species, spanning 167 genera and nine phyla (Dataset S4). Because truncated
hemoglobins (trHbNs) have been found to exhibit NOD activity [e.g., the
GlbN (51) and GlbO (67) proteins of M. tuberculosis and Mycobacterium
leprae, respectively], the search was expanded to include trHbNs, resulting in
a total of 777 bacterial species likely to possess both NOD and O2-consuming
cytochrome quinol oxidase activity (Dataset S4).

Reaction Deletion (Model Reduction) Analysis. Random reactions were deleted
one-by-one from the model, verifying after each deletion that the quality of
fit was not compromised (quantified as maintaining an ER < 10), until no
additional reactions could be removed. To avoid influence of the path taken
(order in which reactions were deleted) on the final set of reactions
obtained, the process was repeated 100 times, and the model with the least
number of reactions was selected. Two different models were identified as
the smallest (45 reactions, or 23% of the original 196 reactions), differing in
only one reaction (one model possessed the NADH-mediated reduction of
Hmp, whereas the other contained the NADPH-mediated variant) (SI Ap-
pendix, Table S4). The remaining reactions were then deleted individually,
manually inspecting the resulting [NO·] curve to determine which reactions
eliminated oscillations upon removal. Reactions found to eliminate oscilla-
tions upon removal were NO· release from DPTA NONOate, exchange of
NO· and O2 with the gas phase, and reactions associated with Hmp, NorV,
and CYT. However, simultaneous removal of all remaining NorV-associated
reactions had no effect on the [NO·] oscillations, further distilling the set of
cellular reactions to include only Hmp and CYT (SI Appendix, Table S4).
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